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Abstract of the contribution:
This paper proposes not to standardize the scheduling algorithm in RAN. 
Introduction
In S2-187983 and S2-188207 it is proposed that the QoS characteristics parameter Priority Level (PL) should be standardized so that strict priority delay scheduling is required, just as in LTE. This algorithm will aim to keep the delay below PDB, and when that is not possible, prioritize based on PL.
We do not think this is a good idea.

· The scheduling algorithm should not be standardized. The QoS parameters should define the priority and requirement of QoS Flows, but it should be left for implementation how to obtain differentiation and optimize system capacity and end-user satisfaction based on the QoS parameters. 

· The algorithm does not work well with loss-based TCP congestion control.
· Delay-based TCP congestion control will typically adapt the sending rate at delays below PDB, so the PL parameter will not have any impact on the link performance.
· The algorithm does not work well with rate adaptive video.

Non-GBR traffic 
Most of the traffic on non-GBR flows will be using TCP, and the system should therefore be optimized to provide good throughput for TCP applications. (It is also expected that QUIC over UDP will become increasingly used as transport protocol. The congestion control used for QUIC is however very similar to TCP so the arguments that are raised for TCP below, also apply to QUIC in this context.)
Assuming that the RAN is the bottleneck of a TCP Flow, and that the amount of data is large, so that it is not possible to transmit it in one burst while fulfilling the PDB, the TCP Congestion Control (CC) is needed to keep the packet delays low. 

The TCP CC algorithm try to estimate the capacity of the network and transmit at the highest rate that the network can support, without overflowing the network buffers. The traditional TCP CC algorithms TCP Reno and Cubic are loss-based algorithms that adapt the sending rate based on lost or ECN marked packets, but more modern algorithms use more input, like delay and transmission rate. For example, TCP LEDBAT is popular for large downloads, since it uses packet delay measures to quickly adapt the transmission rate and keep the queuing delay low while optimizing throughput and limiting congestion. 
To achieve good performance for TCP traffic, the RAN scheduling method need to be TCP friendly, providing predictable behaviour for the TCP CC. 
In the LTE standard, it is specified that the PL parameter is only used to select what packets to send when the PDB cannot be fulfilled for all flows. However, IP flows that use delay based CC algorithms will typically detect congestion at queueing delays significantly below PDB (300 ms for 5QI 6), and will reduce the transmission rate to avoid congestion. Therefore, given the transport protocol already adapted to the delay, with such scheduling algorithms, the PL value will not have any impact, and flows with high PL will not be prioritized. 
For IP flows with loss-based TCP CC, congestion will only be detected by flows with lost or ECN marked packets.
Assuming that RAN does not drop or ECN mark packets until the queueing delay is above PDB, flows will experience a channel with long delay but unlimited throughput until the PDB cannot be fulfilled for all flows. At that point, the LTE scheduling will only give resources to prioritized flows. The throughput will suddenly drop to zero for flows with low priority, while high priority flows will still experience unlimited throughput. This will create a very unpredictable behaviour where the link throughput experienced at the end-point varies between unlimited and zero.
A better alternative is that RAN drops or ECN marks packets before the PDB is exceeded, so that the flow can adapt the sending rate to the capacity of the link while maintaining the PDB. However, given this will ensure that a situation where all flows cannot longer remain below PDB won’t occur, with LTE scheduling, the result would be that PL will have no impact, and there will be no differentiation between flows.
One simple and TCP friendly scheduling algorithm is Weighted Round Robbin. The prioritized flows get proportionally more resources than other flows. There will be differentiation between flows as soon as there is some queueing delay. When the network congestion increase, the queueing delay will increase. Low priority flows will get less resources, and thus larger queueing delays. For flows that use delay based TCP CC, the transmission rate will be decreased by the end-points. In case loss-based CC algorithms are used, RAN can drop/ECN mark packets before large delays occur, so that the TCP CC will detect the congestion and decrease the transmission rate accordingly. 
It is important that the standard text allows easy and well tested scheduling like Weighted Round Robbin. In 5.7.3.3 it is stated that ‘the priority level indicates a priority of scheduling resources among QoS Flows.’ This indicates that flows with high PL will get more resources, but it does not specify what scheduling algorithm to use. This is sufficient, and there is no need to change the text.
GBR Traffic with rate below GFBR

The load of GBR traffic is controlled through Admission Control and Congestion Control in RAN. For admitted GBR flows with bitrates below GFBR (and when applicable below MDBV), fulfilment of the PDB and PER targets should be prioritized over other traffic in scheduling. RAN can ensure that there is sufficient capacity available for other traffic by setting suitable thresholds for admission and pre-emption of GBR Flows.  
In 5.7.3.3 it is stated that the requirements of GBR flows should be fulfilled first, and we think this is a good definition.
GBR Traffic with rate between GFBR and MFBR
Nowadays Adaptive video provides a large portion of the network load, and since they have a minimum bitrate that is needed for acceptable service performance, GBR QoS flows should be useful for such services. However, admission control cannot be used to control the load from GBR services that exceed the GFBR, hence RAN scheduling is needed to provide the flows a fair share of the radio resources. The fair share should be based on the PL parameter, so that differentiation is possible. Also, the scheduling algorithm should preferable give the flow a predictable link quality so that the end-point adaption algorithms can adapt the bitrate to limit transmission delays and packet losses. 

Also for GBR Flows that exceed the GFBR, weighted Round Robbin would be a good algorithm also for GBR Flows that exceed the GFBR.
Proposal

The discussion/analysis above demonstrate that it is not practical nor desirable to standardize that RAN scheduling should be based on PDB. We propose that:
· The definition of PL in 5.7.3.3 should not define the scheduling algorithm used in RAN.

· Fulfilment of QoS requirements for GBR flows with bitrate below GFBR as well as delay critical GBR flows with bitrates below GFBR and MDBV should be prioritized in scheduling. Admission and pre-emption is used to ensure that there are sufficient resources for other traffic.

· PL shall be used to distribute resources between all other QoS Flows. QoS Flows with low PL should get a larger fraction of the resources.

· It should not be required that PDB is taken into account for scheduling.  
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