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Abstract of the contribution:  We provide additional explanation and details on the solution to resolve FFS’s.
Discussion
We look at the questions and unclarities that have been raised with solution #2 on multiple UEs per device for user plane redundancy. 
Separate gNBs
The following editor’s note concerns the use of separate gNBs. 
Editor's note:
Whether the RAN node needs to be separate or can be the same gNBx FFS.

The description already gives some answer to this question, as the solution assumes that 

RAN coverage is redundant in the target area: it is possible to connect to multiple gNBs from the same location. To ensure that the two UEs connect to different gNBs, the gNBs need to operate such that the selection of gNBs can be distinct from each other (e.g. gNBs operating in different frequencies etc.).
The solution description also states that:
If redundant RAN coverage is available at a certain location, then UEs that belong to the same terminal device will connect to different gNBs based on the reliability group classification (…). 

If no cells in the same reliability group as the UE is available, then the UE may connect to a cell in another RGs.

Hence, we clarify that the solution aims at using separate gNBs to achieve user plane redundancy over the 3GPP system. It is however up to operator deployment and configuration whether separate gNBs are available and used. If separate gNBs are not available for a device, the solution may still be applied to provide user plane redundancy in the rest of the network as well as between the device and the gNB using multiple UEs. 

Different PLMNs
Regarding the use of different PLMNs for the UEs within the device, it is mentioned: 

Selecting different PLMNs for the individual UEs within the device. In this case, how to handle UE mobility and coordination of the two sessions as well as other consequences need to be further investigated. Current described solution is based on both PDU sessions by the two UEs belonging to single PLMN and operator`s network configuration ensuring that the two UEs select two different entities in the network.

We note that using separate PLMNs imply a lot of administrative burden for the operators and may not always be feasible or reasonable. We therefore propose not to progress the investigation concerning multiple PLMNs for the UEs, even though the use of current 3GPP mechanisms for multiple PLMNs are of course not excluded. We therefore propose to clarify this question as follows. 

Selecting different PLMNs for the individual UEs within the device. As operators may have limited possibilities for assigning new PLMN numbers, this case may be difficult to apply in practice. Should an operator deploy networks with multiple PLMN numbers, it is up to current PLMN selection mechanisms to manage UE mobility and coordinated PLMN selection in such deployments. The solution does not introduce new mechanisms for the handling of such deployments. 
Mobility handling
The following note requests clarifications on the mobility handling (elaboration of the solution components have otherwise been done). 
Editor's note:
The elaboration of these components and handling of mobility and possible further impacts on the entities is FFS.

Regarding the mobility handling, it is important to separate the case whether mobility takes place below an unchanged PSA (PDU Session Anchor), or whether mobility involves the change of the PSA as well. 
· Mobility below unchanged PSA. This is supported by the solution; mobility below the PSA is hidden from external mechanisms handling the multiple end to end paths. Note however that handovers may introduce interruptions (though RAN mechanisms may reduce such interruptions), and handovers may also lead to a change in the end to end delay. 

· Mobility involving change of the PSA. This is the case with SSC mode 2 or SSC mode 3 procedures, or a change of the PSA for Ethernet PDU Sessions. A change of the PSA is possible, but we note that external mechanisms for setting up redundant paths, such as IEEE TSN FRER described in Annex A, do not currently support a change of the user plane path while redundant transmission is in progress. Therefore, redundant end to end communication may break as a result of the PSA change. 
UE configuration

Regarding the UE impact, the current text mentions:
Optional configuration of the UE RG for the UEs in the device. It is FFS if existing information elements can be used to determine which RG a UE belongs to.
It may be possible to derive the UE’s RG from other information elements; the existing text actually mentions the following

[The UE’s RG] could also be derived from other system parameters (e.g., SUPI, PEI, NSSAI, RFSP) based on operator configuration.

When the UE’s RG is derived from other parameters, it is regarded simpler to perform this derivation in the network rather than in the UE, since such derivation does not require UE involvement, and it would be more difficult to configure the UE for such derivations as opposed to doing it in the network. Hence we propose to clarify that such derivations would be done in the network (AMF) not the UE. 
Proposal
The following changes are proposed to TR 23.725.
* * * * Start of Change * * * *
6.2
Solution #2 for Key Issue #1: Multiple UEs per device for user plane redundancy

6.2.1
Description

The solution will enable a terminal device to set up multiple redundant PDU Sessions over the 5G network, so that the network will attempt to make the paths of the multiple redundant PDU sessions independent whenever that is possible. It is out of scope of this specific 3GPP solution to how to make use of the multiple paths for redundant traffic delivery end-to-end. It is possible to rely on upper layer protocols, such as the IEEE TSN (Time Sensitive Networking), to manage the replication and elimination of redundant packets/frames over the multiple paths which can span both the 3GPP segments and possibly fixed network segments as well. Refer to Annex A for more details on how the IEEE TSN solution can make use of the independent networking paths. Other upper layer protocols, including IP based ones such as a DetNet based solution as described in Annex B, can also be possible for redundant packet transmission over multiple paths or for managing a backup path in addition to the active path.

The solution is shown in the Figure below for the case when the terminal device is equipped with two UEs. The first PDU Session spans from the UE1 via gNB1 to UPF1, while the second PDU Session spans from the UE2 via gNB2 to UPF2. Based on these two independent PDU Sessions, two independent paths are set up, which may span even beyond the 3GPP network. In the example shown in the Figure below, we have two paths set up between Host A in the device and Host B, with some (optional) fixed intermediate nodes. The Redundancy Handling Function, RHF entities (out of 3GPP scope) that reside in Host A and Host B make use of the independent paths. The IEEE TSN FRER mentioned above is an example for a RHF. For Host A within the device, the two UEs provide different networking interfaces, making the host redundantly connected. Note that in the network side, other solutions are also possible, where redundancy spans only up to an intermediate node and not to the endhost.
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Figure 6.2.1-1: Solution architecture with two UEs in a host

This solution makes use of the integration of multiple UEs into the device, and assumes a RAN deployment where redundant coverage by multiple gNBs is generally available. Multiple PDU Sessions are set up from the UEs, which use independent RAN (gNB) and CN (UPF) entities. The Figure 6.2.1-2 below illustrates the architecture view of the solution. UE1 and UE2 are connected to gNB1 and gNB2, respectively and UE1 sets up a PDU Session via gNB1 to UPF1, and UE2 sets up a PDU Session via gNB2 to UPF2. UPF1 and UPF2 connect to the same Data Network (DN), even though the traffic via UPF1 and UPF2 might be routed via different user plane nodes within the DN. UPF1 and UPF2 are controlled by SMF1 and SMF2, respectively. (Other 3GPP entities not relevant for this solution are not shown in the figure.)
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Figure 6.2.1-2: Solution architecture mapped into 3GPP


The solution has a number of assumptions to be applicable.

-
Terminal devices integrate multiple UEs which can connect to different gNBs independently.

-
RAN coverage is redundant in the target area: it is possible to connect to multiple gNBs from the same location. To ensure that the two UEs connect to different gNBs, the gNBs need to operate such that the selection of gNBs can be distinct from each other (e.g. gNBs operating in different frequencies etc.).
NOTE 1: 
The solution aims at using separate gNBs to achieve user plane redundancy over the 3GPP system. It is however up to operator deployment and configuration whether separate gNBs are available and used. If separate gNBs are not available for a device, the solution may still be applied to provide user plane redundancy in the rest of the network as well as between the device and the gNB using multiple UEs. 

-
The core network UPF deployment is aligned with RAN deployment and supports redundant user plane paths.

-
The underlying transport topology is aligned with the RAN and UPF deployment and supports redundant user plane paths.

-
The physical network topology and geographical distribution of functions also supports the redundant user plane paths to the extent deemed necessary by the operator.

-
The operation of the redundant user plane paths is made sufficiently independent, to the extent deemed necessary by the operator, e.g., independent power supplies.

NOTE 2:
The redundant network deployment aspects mentioned above are within the responsibility of the operator and are not subject to 3GPP standardization.

The solution comprises the following main components.

-
gNB selection: The selection of different gNBs for the UEs in the same device is realized by defining UE Reliability Groups (RG) parameter for the UEs and also for the cells of gNBs. By grouping the UEs in the device and cells of gNBs in the network into more than one reliability group and preferably selecting cells in the same reliability group as the UE, it is ensured that UEs in the same device can be assigned different gNBs for redundancy as illustrated in Figure 6.2.1-3 below, where UE1 and the cells of gNB1 belong to reliability group A, and UE2 and the cells of gNB2 belong to reliability group B.
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Figure 6.2.1-3 Reliability group-based redundancy concept in RAN

For handling the reliability grouping of a UE, a new system parameter called UE Reliability Group (UE RG) is proposed to be standardized, and set using one of the following methods or a combination of them:

-
It could be configured explicitly to the UE and sent in a Registration Request message to the network.

-
It could be part of the subscription.

-
It could also be derived from other system parameters (e.g., SUPI, PEI, NSSAI, RFSP) based on operator configuration.

The Reliability Group parameter of each UE is sent from AMF to RAN when the RAN context is established, and maintained as part of the RAN context, so each gNB has knowledge about the reliability group of the connected UEs.

NOTE 3:
Whether the UE RG parameter sent to RAN is defined as a new parameter or encoded into the already existing RFSP parameter can be determined as part of stage 3 work.

The reliability group of the RAN (cells of gNBs) entities are pre-configured by the O&M system in RAN. It is possible for gNBs to learn the reliability group neighbouring cells as the Xn connectivity is set up.

In the case of connected mode mobility, the serving gNB down-prioritizes candidate target cells that belong to different reliability group than the UE. It follows that normally the UE is handed over only to cells in the same reliability group. If cells in the same reliability group are not available (UE is out of the coverage of cells of its own reliability group or link quality is below a given threshold) the UE may be handed over to a cell in another reliability group as well.

In case the UE connects to a cell in the wrong reliability group, the gNB initiates a handover to a cell in the appropriate reliability group whenever such a suitable cell is available. 

If redundant RAN coverage is available at a certain location, then UEs that belong to the same terminal device will connect to different gNBs based on the reliability group classification using the connected mode mobility scheme described above. 

If no cells in the same reliability group as the UE is available, then the UE may connect to a cell in another RGs.

-
Selection of different UPFs for the individual UEs within the device. Existing mechanisms can be used to select different UPFs for the two UEs. The selection may be based either on UE configuration or network configuration of different DNNs, or different slices for the two UEs. Optionally, it may also be possible to use the UE’s RG, described above, as an input to the UPF selection.
-
The solution may also apply different control plane entities for the individual UEs within the device, even though this is optional and not necessary for the key issue. This may be achieved by using:

-
different (possibly decorated) DNNs for the individual UEs within the device to select different SMFs, 

-
or applying different slices for the individual UEs within the device either based on UE configuration or network subscription, to select different AMFs and/or SMFs,

-
or selecting different PLMNs for the individual UEs within the device. As operators may have limited possibilities for assigning new PLMN numbers, this case may be difficult to apply in practice. Should an operator deploy networks with multiple PLMN numbers, it is up to current PLMN selection mechanisms to manage UE mobility and coordinated PLMN selection in such deployments. The solution does not introduce new mechanisms for the handling of such deployments. Current described solution is based on both PDU sessions by the two UEs belonging to single PLMN and operator`s network configuration ensuring that the two UEs select two different entities in the network.

-
To enable a UE to send and receive frames with the same MAC address but different VLAN IDs in different PDU sessions to the same DNN, e.g. to allow for Redundancy Handling Functions like IEEE 802.1CB [6] (FRER) to ensure separate paths by means of IEEE 802.1Q [10] the following applies:

-
in configurations where more than one PDU Session to the same DNN (e.g. for more than one UE) corresponds to the same N6 interface (see TS 23.501 [2] clause 5.16.10.2), the UPF acting as PDU session anchor (PSA) learns MAC addresses and VLAN IDs (S-TAG VID field and/or C-TAG VID fields depending on which tags are present in the frame) used by a UE in UL direction and uses the combination of VLAN ID(s) and MAC address to determine the target PDU session for downlink switching of Ethernet frames;

-
MAC address reporting mechanism from UPF to SMF and SMF to PCF/BSF is enhanced to also report VLAN IDs used by the UE to support session binding in presence of Ethernet frames tagged using IEEE 802.1Q [10];

Editor's note:
5GC impacts due to other methods used by Redundancy Handling Functions for creating separate paths are FFS.

-
The UEs belonging to the same terminal device request the establishment of PDU Sessions that use independent RAN and CN network resources using the mechanisms outlined above

-
The proper operator configuration of the UPF selection can ensure that the path of the PDU Sessions of UE1 and UE2 are independent.


Regarding the mobility handling of the solution, it is important to separate the case whether mobility takes place below an unchanged PSA (PDU Session Anchor), or whether mobility involves the change of the PSA as well. 

· Mobility below unchanged PSA. This is supported by the solution; mobility below the PSA is hidden from external mechanisms handling the multiple end to end paths. Note however that handovers may introduce interruptions (though RAN mechanisms may reduce such interruptions), and handovers may also lead to a change in the end to end delay. 

· Mobility involving change of the PSA. This is the case with SSC mode 2 or SSC mode 3 procedures, or a change of the PSA for Ethernet PDU Sessions. A change of the PSA is possible, but we note that external mechanisms for setting up redundant paths, such as IEEE TSN FRER described in Annex A, do not currently support a change of the user plane path while redundant transmission is in progress. Therefore, redundant end to end communication may break as a result of the PSA change. 
6.2.2
Procedures


The Registration procedure is extended as follows.

•
The UE can optionally provide its UE RG (Reliability Group) in the Registration Request message.

•
The UE RG may also be part of the subscription.

•
Based on the combination of the above information and possible local configuration, the AMF determines the UE RG and stores it in the UE Context.

•
The UE RG is sent to RAN and will be maintained in the RAN context of the UE.

RAN has its own RAN RG parameter configured into the gNBs on a per cell basis. gNBs may learn the RAN RG parameter of the neighbouring cells.

The RAN connected mode mobility handling is extended as follows.

•
RAN node down-prioritizes handover targets for a UE to cells whose RG is different from the UE RG.

•
In case the UE connects to a cell in the wrong reliability group (i.e., UE RG is different from the RAN RG), the gNB initiates a handover to the appropriate reliability group when a suitable gNB is available as a handover target.

Existing mechanisms are used select different UPFs for the two UEs. The selection may be based either on UE configuration or network configuration of different DNNs, or different slices for the two UEs. Optionally, it may also be possible to use the UE’s RG as an input to the UPF selection.

6.2.3
Impacts on Existing Nodes and Functionality

SMF impacts:

-
Determine, based on a combination of UE and network information, which PDU sessions to handle redundantly.

-
Select UPF such that user plane redundancy is achieved.

-
Report not only MAC addresses but also VLAN IDs used by a UE from SMF to PCF;

UPF impacts:

-
Support VLAN ID and MAC address learning in case of configurations and uses the combination of VLAN ID and MAC address to determine the target PDU session for downlink switching of Ethernet frames for configurations where more than one PDU Session to the same DNN (e.g. for more than one UE) corresponds to the same N6 interface (see TS 23.501 [2] clause 5.16.10.2).

-
Report not only MAC addresses but also VLAN IDs used by a UE in UL frames to SMF.

PCF/BSF impacts

-
Support session binding based on MAC address and VLAN ID.

RAN impacts:

-
O&M configuration of the RAN RGs on a per cell level.

- 
Prioritization of the handover of the UE to a cell whose RAN RG coincides with the UE RG, when such a suitable target cell is available.

Subscription impacts:

Optionally include the UE RG parameter.

AMF impacts:

-
Forward the relevant indications between RAN and SMF.

- 
Determine the UE RG to be sent to RAN based on one or more of UE indication, subscription information or local configuration based on other information elements.
UE impacts:

-
Support of multiple UEs per device.

-
Optional configuration of the UE RG for the UEs in the device. 
-
An upper layer solution for the handling of the multiple paths with a corresponding configuration mechanism, both are out of 3GPP scope. Additionally, UE configuration mechanisms may be applied to set the UE identification and trigger the establishment of the redundant PDU Sessions.

6.2.4
Solution Evaluation

Editor's note:
This clause provides an evaluation of this solution.
* * * * End of Changes * * * *
3GPP
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