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Abstract of the contribution: The intent of this contribution is to present three main existing deployment scenarios for MPTCP in today operators’ networks that could help to drive the merging considerations among all the MPTCP related proposals in the TR.  
Background
The intent of this paper is to present two main existing deployment scenarios for MPTCP in today operator’s network.  Based on such understanding, hopefully, it would help to drive the discussions on how to merge the solutions in ATSSS TR 23.793 that are proposed to the support for MPTCP over the 5GS. 
The three main deployments are: 

1) End-to-end Multipath TCP

2) Multipath TCP Proxy

3) Hybrid access networks

Further details of the three deployments are described further below. 
End-to-end Multipath TCP 

Smartphones often have connectivity to both a WiFi access point and a cellular network. If a user has Internet connectivity via WiFi, walking away from the WiFi access point will result in the smartphone losing connectivity, implying that the TCP connection that has been established over WiFi will also fail. One of the benefits of Multipath TCP is its ability to seamlessly hand over from one interface to another—making it the perfect candidate to solve this kind of losses of connectivity.

For example, if the application on smartphone loses connectivity to the WiFi access point, traffic is handed over to the cellular interface. A WiFi connection that is still in sight of an access point can have a channel become so lossy that barely any segments can be transmitted. In this case, another retransmission timeout happens and smartphone retransmits the traffic over the cellular link.

To further reduce latency, the application on smartphone can measure the round-trip times (RTTs) on the two interfaces. Bufferbloat (i.e. excessive packet buffering increases latency and jitter for data transmission) is infamously known to cause huge RTTs. The WiFi link may have an RTT much bigger than that of the cellular link. When voice application on smartphone detects that the RTT over WiFi is much bigger than the one over cellular, it sends the voice stream over the cellular interface. The support of MPTCP over the smartphone has demonstrated a significant reduction of network errors. After establishing two subflows (one over WiFi and one over cellular), the network error rate decreased by 80%.

By referring to the RTT measurements to trigger handovers, the application on smartphone can respond faster to user commands. There is measurement for the MPTCP support in smartphone which can provide user feedback 20% faster in the 95th percentile and 30% faster in the 99th percentile.

One limitation of the end-to-end MPTCP is the interference from middle box and firewalls, e.g. removing the MPTCP options. In such case, MPTCP handles the middlebox interference or firewall by falling back to regular TCP has proven efficient and without major issues. 
The MPTCP end-to-end multipath deployment scenarios as shown below generally is supported by many operators’ networks today via the transparent MPTCP proxy deployment.   The ATSSS should consider the support for the transparent MPTCP proxy function within the UPF for these end-to-end MPTCP deployment scenarios.  
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Figure-1: End-to-end Multipath TCP Deployment
Multipath TCP Proxy
Today, there are application servers already supporting Multipath TCP, but not necessary all device’s applications support MPTCP. Despite this, several network operators seek to enable smartphone users to achieve increased throughput by combining existing cellular and WiFi networks. Network operators in several countries have relied on SOCKSv5 (RFC 1928) to simultaneously use WiFi and cellular networks. From an operator’s viewpoint, the main benefit of coupling SOCKSv5 with MPTCP is that it is easily deployable, since no or few dependencies exist with the existing cellular core and WiFi infrastructure.  
Several models of commercial Android smartphones include the Multipath TCP implementation in the Linux kernel and a SOCKSv5 client. The SOCKSv5 client running on the smartphone intercepts any TCP and/or UDP traffic attempts to distant servers. It then creates a connection to a SOCKS server managed by the network operator.

When the user is authenticated, the SOCKSv5 client sends a command to the SOCKS server, which creates a TCP connection toward the remote server. At this point, there is a Multipath TCP connection between the smartphone and the SOCKS server, and a TCP connection between the SOCKS server and the remote server. The SOCKS server relays all data sent on the Multipath TCP connection over the TCP connection, and vice versa. Smartphones create additional subflows toward the SOCKS server over the other available interfaces. The result is an improved user experience, thanks to aggregated bandwidth and seamless handover.
For the deployment scenarios as shown below, in the context of ATSSS, it would be a value added service from 5G operators to integrate the SOCKS server function with MPTCP support into 5GC UPF which is the data path routing anchor for the UE.  
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Figure-2: Multipath TCP Proxy Deployment

Hybrid access networks 
Another use case for Multipath TCP lies in access networks. In many regions of the world, the available access networks provide limited bandwidth. A typical example is rural areas, where it is costly for network operators to deploy high-bandwidth cellular access networks. Even if cellular access network bandwidth is limited, it often is possible to subscribe to different network services that, when combined, provide higher bandwidth and higher resiliency. Some network operators seeking to combine fixed (e.g., xDSL) and cellular networks in order to provide higher bandwidth to customers.  Such deployment is referred as Hybrid access networks by combining access networks with SOCKS and leveraging MPTCP. 
In this deployment, end hosts may be regular hosts that do not support MPTCP. To benefit from the capabilities of MPTCP, a middlebox is installed in the end user’s LAN. This middlebox acts as a SOCKS client and interacts with a SOCKS server in the operator’s cloud. Both the middlebox and the SOCKS server support MPTCP and, therefore, are able to exploit any available access network, provided an IP address has been assigned to the middlebox on each of the access networks.

The middlebox typically acts as a default gateway in the end user’s LAN. It intercepts all TCP packets sent by the hosts on the LAN to external destinations, and then it proxies them over MPTCP connections toward a SOCKS server running in the operator’s cloud. This SOCKS server terminates the MPTCP connections and initiates regular TCP connections to the final destinations.

This solution is already commercially deployed in some networks in different counties and is able to successfully combining different types of access links, including xDSL (from ADSL to VDSL), DOCSIS, 3G, 4G, and satellite links.
In the context of ATSSS, similar to the MPTCP Proxy scenario a) above with the different that, the MPTCP capable SOCKS client is resided in the middlebox of the LAN that hosts the UE.  The SOCKS server is still integrated into the UPF which is the data path routing anchor of the UE.   Such deployment scenario would have no impact to the UE because of the MPTCP support is resided in the middlebox in the LAN that hosts the UE. 
Conclusions

Based on the major deployment scenarios as described above, one may be able to identify the important solution requirements in ATSSS to support compatible MPTCP network solutions today. With the better understanding of the existing MPTCP deployment, it could help to determine which aspects of the MPTCP related proposals in the TR should be merged.    
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