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Abstract of the contribution: This contribution propose to update the description of distributed service framework.
1 Introduction

A distributed service framework was proposed in TR 23.742, however, the description of interface and key processes is still lack, so this document proposes to update the description of distributed service framework.
2 Proposal

This document proposes to add interface description and procedure for distributed service framework in TR 23.742.

* * * Start of Change * * * 

6.3
Solution 3: Distributed Service Framework

6.3.1
Introduction
This solution addresses key issues 3 "Improvements to service framework related aspects".

6.3.2
High level description

This clause proposes a framework that is based on Rel-15 and is designed as distributed manner to achieve high efficiency.

The service logics and the service framework are decoupled. A service consists of service logic and the "framework agent". The framework contains services defined by 3GPP such as framework agent, service registration, discovery, authorization, routing control, etc., as well as other supporting services that are not defined by 3GPP.
Service logics are only responsible for the processing of business logic, and do not need to care about service discovery. When there is a service invoke request, the request will be sent to the framework agent. A service, when be introduced into the system, will register to the framework through the framework agent. The framework agent will store the service instance ID and determine whether it is a new service based on the Service profile (e.g., service name, version, location of service, DNN, slice information). The framework agent will register the service to the framework if it is a new service, with the Service profile, otherwise the agent just store the service instance ID.
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Figure 6.3.2.1: Distributed Service Framework of eSBA

The service framework as shown in Figure 6.3.2.1. The Service 1 and 2 in the Figure can either be instances of two NF services or one NF service. The Service framework consists the following aspects:

-
Framework agent: responsible for the communication between services, through proper message routing and service discovery as needed. Therefore, the agent contains service discovery logic as well message encapsulation/de-capsulation logic, when the service producer instance is not in the local agent that serves the service, the local agent discover the peer agent instance through the service profile . A agent, in implementation, can be integrated with service logic as software module or deployed in the same platform (e.g., data center). The service agent enforces message invoking monitoring, select the appropriate peer service instance and the appropriate routing to communicate based on the "Routing Control" functionality of the framework. A Data Center can deploy one or more framework agent instance. An agent can be invoked by one or multiple service logic instances.
NOTE: the framework provides deployment flexibility and it is per choice by operator to enable a/a set of framework agent(s) to serve some services, e.g., based on Service type, framework agent vendor, or data center.
Editor's note:
Considering the reliability of the framework agent, the load balancing and failover mechanism can be used by the Framework agent.
-
Routing Control: a logical centralized service that and provides service interaction message routing policy for framework agent. The routing control may consider factors such as versions, capacities of the service instances, which are unaware by services.

Editor's note:
Whether the interface between Routing Control and Framework Agent is FFS.
-
Registration, authorization and discovery. Similar as the NRF role defined in Rel-15. Provides service registration, authorization and discovery. The discovery service may be invoked by framework agent. The registration service will stores the registered service profile and the corresponding end address (the framework agent address).
The interactions shown in Figure 6.3.2.1 are through API invoking through the following service-based interfaces:

-
Ns1 is the interface between any service logic and the framework agent. It is defined by 3GPP as a general interface which does not specific for a certain service. A service logic will do service registration to the service framework, through Ns1.

-
Ns2 is the interface between a framework agent and a framework. Ns2 is defined by 3GPP. The interface is not responsible for sending and receiving specific service messages but responsible for the control of the agent, as well as service discovery as needed. Thus, Ns2 is based on the R15 defined Nnrf interface and needs to be further enhanced to support routing control and other enhanced function which is FFS.

-
Ns3 is the interface between framework agents. According to the framework's routing policy, the agent select the peer agent instance and establish a direct connection toward it to send and receive service messages for service logic, then the peer agent select the specific service instance to route the message. The interactions between services across service framework follows Rel-15 defined HTTP/2 based interfaces.
6.3.3
Services and illustrated Procedures

6.3.3.x 
Registration of service instances
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Figure 6.3.3.x-1: Service registration procedure
1.
When a service instance becomes operative for the first time (registration operation) or upon individual service instance activation/de-activation within the service instance (update operation) e.g. triggered after a scaling operation, the service instance register itself to Framework Agent (service profile, service instance ID).
Note: The framework agent address to which the service instance belongs is configured in the service instance in advance. The agent store the service profile, service instance ID and other parameters of the service instance.

2.
The agent check whether it is a new service profile or just a new service instance for an existed service profile, if it is a new service profile, the agent will register this new service profile to the framework, together with the framework agent address.

3.
Framework to framework agent: Registration response.

4.
Framework agent to service instance：Registration response.

6.3.3.y 
Service invoking procedures
A agent provides the "Message Transfer" service which is defined with input parameter as: 

User ID, Service profile of service provider, Message container.

The service is invoked when a service logic needs to communicate with other services. The agent establishes the connection to the remote agent if necessary and transfer the message to the peer, as shown in the Figure 6.3.3-1. 
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Figure 6.3.3.y-1: Service invoke procedure

Taken the AMF interaction with UDM as an example (e.g., AMF register with UDM using Nudm_UECM_Registration in the registration procedure). 
1.
When a UE accesses to 5GC, the service consumer NF service A instance decides to register the UE and construct Nudm_UECM_Registration service message, then invoke the corresponding Framework Agent's Message Transfer service with parameter: User ID (SUPI), service profile of the service provider and the Message container (body of the Nudm_UECM_Registration service invoke) to transfer the service message to Framework Agent. 
2.
The Framework agent will check whether the qualified Nudm_UECM_Registration service instance is available in local, if yes then the agent will forward the message to it. Otherwise, the agent will select a peer framework agent instance through service discovery procedure and establishes a connection to it.

3.
Local Framework Agent route the message to the peer agent, 
4.
The peer agent selects a Nudm_UECM_Registration service (NF Service B) instance depending on the local policy or the policy from the framework 
5.
The peer agent forwards the service invoking message to the selected service instance.
6.
The peer agent to the local agent: Response message.

7.
The local agent to the consumer service instance: Response message.
6.3.4
Impacts on existing Services and Interfaces

Editor's note:
Further details regarding impacts are FFS.

This distributed service framework is compatible with R15 and extends the NRF based service framework.

6.3.5
Evaluation of the Solution

Editor's note:
This clause provides an evaluation of the solution.
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