SA WG2 Temporary Document
Page 12

3GPP TSG-SA WG2 Meeting #128bis
S2-188398
Sophia Antipolis, France 20 – 24 August, 2018
(revision of 187767)
Source:
Ericsson
Title:
Anchor change for Ethernet PDU Sessions
Document for:
Approval

Agenda Item:
6.20
Work Item / Release:
FS_5G_URLLC / Rel-16
Abstract of the contribution: While anchor change is complex for IP based PDU Sessions, an Ethernet PDU Session can change the anchor with the proposed mechanism in a much simpler way.
Discussion
Key Issue #3: Enhancement of Session Continuity during UE Mobility addresses, among other things, the relocation of the PDU Session Anchor (PSA) for URLLC services. Optimizations have been discussed based on SSC mode 3. However, SSC mode 3 (and similarly SSC mode 2) are applicable for IP based PDU Sessions, whereas Ethernet based PDU Sessions are also of high interest, e.g., for industrial deployments. 

In the case of IP based PDU sessions, the PSA change is made difficult by the fact that a new PSA also requires a new IP address to be assigned to the UE, which requires the establishment of a new PDU session for the new PSA. In the case of Ethernet, however, a new PSA does not require any address change. While IP addresses have a topological significance corresponding to the PSA where they are assigned, Ethernet MAC addresses have no topological significance. In an Ethernet subnetwork, forwarding is performed either by MAC learning, or based on a central controller which configures the forwarding rules of the switches. In both cases, the forwarding can be updated after a PSA change. 
This means that the PSA change procedure can be simplified in the case of Ethernet PDU Sessions, compared to the IP PDU Sessions: we can change the PSA of an existing PDU Session without requiring the release of the session or the setup of a new session, and in this way, we can also avoid the UE impacts that are required for SSC modes 2 and 3. 

We are proposing a solution for such a simplified change of the PSA, which is illustrated in the figure below. Originally the Ethernet PDU Session is set up via the Source gNB and the Source UPF acting as the PSA. The Source UPF maintains an Ethernet context which includes the MAC address of the UE that the Source UPF has learned. It is possible to store multiple MAC addresses in case multiple MAC addresses are reachable via the UE. The Ethernet context is replicated in the SMF. 
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An anchor change is typically triggered by a change in the RAN node, for example in the case of a handover. The SMF determines the need for changing the anchor, selects the Target UPF when necessary, and establishes the N4 session at the Target UPF. The Ethernet context is also sent to the Target UPF. Based on the information in the Ethernet context, the Target UPF may take action to update the Ethernet forwarding in the data network. 
· In case the Ethernet subnetwork uses forwarding based on MAC learning, then the fast update of the Ethernet forwarding can be achieved by the Target UPF generating an Ethernet frame with the UE’s MAC address as the source and flooding that frame in the Ethernet subnet. Such a frame could e.g., be a broadcast Ethernet frame. It may be possible to send multiple such frames to protect against frame losses or transient forwarding effects. Note that the Ethernet forwarding would eventually be updated without generating such an Ethernet frame as well, when the UE sends an uplink Ethernet frame; but in that case the update of the forwarding is slower. 
· In case the Ethernet subnetwork uses forwarding based on a centralized controller setting the forwarding rules of the Ethernet switches then the update of the Ethernet forwarding rules can be achieved by the Target UPF notifying the central controller that the given MAC address is now reachable at the new address. 

When the Ethernet context includes multiple MAC addresses, the above is performed for each MAC address one by one. After the Target UPF is set up for the given UE, the RAN is notified about the change in the UPF, and the Source UPF can be released. 
Proposal
It is proposed to add a new solution to TR 23.725 as follows (ALL PROPOSED TEXT BELOW for first change ARE NEW).
* * * * Start of First Change * * * *
6.X
Solution #X for Key Issue #3: Anchor change for Ethernet PDU Session 
6.X.1
Description

The solution allows for Ethernet PDU Sessions to change the PSA while the session remains set up. Originally the Ethernet PDU Session goes via the Source gNB and the Source UPF acting as the PSA. The Source UPF maintains an Ethernet context which includes the MAC address of the UE that the Source UPF has learned. It is possible to store multiple MAC addresses in case multiple MAC addresses are reachable via the UE. The Ethernet context is replicated in the SMF. 
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Figure 6.X.1-1: Solution architecture

An anchor change is typically triggered by a change in the RAN node, for example in the case of a handover. The SMF determines the need for changing the anchor, selects the Target UPF when necessary, and establishes the N4 session at the Target UPF. The Ethernet context is also sent to the Target UPF. Based on the information in the Ethernet context, the Target UPF may take action to update the Ethernet forwarding in the data network. 

· In case the Ethernet subnetwork uses forwarding based on MAC learning, then the fast update of the Ethernet forwarding can be achieved by the Target UPF generating an Ethernet frame with the UE’s MAC address as the source and flooding that frame in the Ethernet subnet. Such a frame could e.g., be a broadcast Ethernet frame. It may be possible to send multiple such frames to protect against frame losses or transient forwarding effects. Note that the Ethernet forwarding would eventually be updated without generating such an Ethernet frame as well, when the UE sends an uplink Ethernet frame; but in that case the update of the forwarding is slower.
· In case the Ethernet subnetwork uses forwarding based on a centralized controller setting the forwarding rules of the Ethernet switches, then the update of the Ethernet forwarding rules can be achieved by the Target UPF also acting as an Ethernet switch notifying the central controller that the given MAC address is now reachable at the new address. 

When the Ethernet context includes multiple MAC addresses, the above is performed for each MAC address one by one. After the Target UPF is set up for the given UE, the RAN is notified about the change in the UPF, and the Source UPF can be released. 
The procedure can be also applied for non handover related triggers for UPF change, if such requirements deem necessary to support in general.
6.X.2
Procedures

The figure below illustrates the solution in the case of an Xn based handover in the 5G system from the Source gNB to the Target gNB. Note that the solution is similarly applicable for other procedures as well when the RAN node is changed. 
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Figure 6.X.2-1: Procedure for anchor change

Initially, the Ethernet PDU Session is established with the user data going via Source gNB and Source UPF. The Source UPF acts as the PSA.

1. The Source UPF informs the SMF about the Ethernet context, i.e. any information maintained related to the Ethernet network that the UPF interfaces with. Specifically, this contains the MAC address (or addresses) that the UPF has learned from the UE side. In case of any changes in the Ethernet context, the change is updated to the SMF so that the SMF maintains an up-to-date copy of the Ethernet context in the UPF. This signaling may be realized based on the N4 reporting procedure.

2. The UPF’s report is acknowledged. 
3. An Xn handover is prepared in RAN, followed by data forwarding from Source to Target gNB. 

4. Handover is executed in RAN, and the UE connects to Target gNB. After that, uplink data can pass through via the Target gNB and Source UPF. 

5. Target gNB initiates Path Switch Request to the AMF to perform the switching of the user plane in the CN. 

6. The path switch is signaled from AMF to SMF. 

7. The SMF decides that the PSA is to be changed for the Ethernet PDU Session, and selects the Target UPF that will act as the new PSA. 

8. The Target UPF N4 session is established, including the RAN node’s tunnel endpoint to be used between the gNB-UPF. The Ethernet context is also sent from the SMF to the Target UPF. 

9. The establishment of the new N4 session is acknowledged from the Target UPF to the SMF. 

10. The Ethernet forwarding may be updated in the Ethernet subnetwork. In case the Ethernet network is using MAC learning, the fast update of the forwarding may be established by the Target UPF generating a new Ethernet frame that is flooded in the Ethernet subnetwork with the UE’s MAC address as the source. Such an Ethernet frame could e.g., a broadcast frame. It may be possible to send multiple such frames spread over a configurable period of time to protect against frame losses or transient forwarding effects. In the case of a central controller in the Ethernet network which sets the forwarding tables, the central controller is instructed that the given MAC address is reachable at the new location. When multiple MAC addresses are present in the Ethernet context, this step is repeated for each MAC address. From this point on, downlink frames may be forwarded towards the Target gNB. 
NOTE:
In general, the Ethernet MAC learning should be regarded as an optimization mechanism, meaning that if Ethernet MAC learning fails, the Ethernet frames can still be delivered by flooding, i.e. an Ethernet switch gets a MAC frame and does not find the destination it can still flood in in the subnet, and the frame will eventually be delivered. In this case, if we do not update the Ethernet forwarding in step 10, things can still work: when the old UPF’s session is released, it cannot forward frames for the given MAC address hence the frames can be flooded in the local subnet and eventually reach the new UPF. As such, the update of the MAC learning makes it faster to deliver the frame, but it would be delivered anyway. An uplink frame before step 12 could change the Ethernet forwarding rules if fast update of forwarding is applied. But those would be restored to the new UPF when a new uplink frame via the new UPF goes through, and in the meantime, downlink frames can still be delivered (after the release of the old UPF, by flooding). A logical Ethernet switch that is combined with the UPF is responsible for the Ethernet forwarding decisions 
11. Path switch is acknowledged from the SMF to the AMF. This signaling also includes the tunnel endpoint at the target UPF for the gNB-UPF tunnel. 
12. Path switch is acknowledged from the AMF to the Target gNB. This signaling also includes the tunnel endpoint at the target UPF for the gNB-UPF tunnel. From this point on, uplink frames can pass via the Target gNB and the Target UPF. 

13. The N4 session is released at the Source UPF. This triggers the Source UPF to send an end marker via the Source gNB to the Target gNB. After this, the Target gNB knows that it does not need to expect further frames from the Source gNB. The user plane is now switched and goes via Target gNB and Target UPF in both uplink and downlink. 

14. The N4 session release is acknowledged from the Target UPF to the SMF. Note that it can be possible to perform steps 13-14 earlier, but after step 9. 
6.X.3
Impacts on Existing Nodes and Functionality

The solution has the following impact on the nodes. 

SMF:

· Store the Ethernet context including one or more MAC addresses based on reporting from the UPF

UPF:

· Report the Ethernet context including one or more MAC addresses 

· Update the Ethernet forwarding in the Ethernet subnetwork after the SMF has established a new N4 session at a new UPF and the Ethernet context has been sent to the new UPF. 
6.X.4
Solution Evaluation

Editor's Note: This clause provides an evaluation of this solution.
* * * * Next Change * * * *
6.1
Solution #1 for Key Issue #1: Redundant user plane paths based on dual connectivity
6.1.1
Description

The solution will enable a terminal device to set up two redundant PDU Sessions over the 5G network, so that the network will attempt to make the paths of the two redundant PDU sessions independent whenever that is possible. It is out of scope of this specific 3GPP solution to how to make use of the duplicate paths for redundant traffic delivery end-to-end. It is possible to rely on upper layer protocols, such as the IEEE TSN (Time Sensitive Networking) FRER (Frame Replication and Elimination for Reliability), to manage the replication and elimination of redundant packets/frames over the duplicate paths which can span both the 3GPP segments and possibly fixed network segments as well. Refer to Annex A for more details on how the IEEE TSN solution can make use of two independent networking paths. Other upper layer protocols, including IP based ones such as a DetNet based solution as described in Annex B, can also be possible for redundant packet transmission over multiple paths or for managing a backup path in addition to the active path.

The overall solution is shown in the Figure below. The 3GPP network provides two paths from the device: the first PDU Session spans from the UE via gNB1 to UPF1 acting as the PDU Session Anchor, and the second PDU Session spans from the UE via gNB2 to UPF2 acting as the PDU Session Anchor. Based on these two independent PDU Sessions, two independent paths are set up, which may span even beyond the 3GPP network. In the example shown in the Figure below, we have two paths set up between Host A in the device and Host B, with some (optional) fixed intermediate nodes. The Redundancy Handling Function, RHF entities (out of 3GPP scope) that reside in Host A and Host B make use of the independent paths. The IEEE TSN FRER mentioned above is an example for a RHF. For Host A within the device, the two PDU Sessions appear as different networking interfaces, making the host multi-homed. Note that in the network side, other solutions are also possible, where redundancy spans only up to an intermediate node and not to the endhost.
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Figure 6.1.1-1: High level architecture with single device

This solution is based on the Dual Connectivity feature that is supported both by LTE and NR. The Figure 6.1.1-2 below illustrates the architecture view of the solution. A single UE has user plane connectivity with both a Master gNB (MgNB) and a Secondary gNB (SgNB). The RAN control plane and N1 are handled via the MgNB. The MgNB controls the selection of SgNB and the setup of the dual connectivity feature via the Xn interface. The UE sets up two PDU Sessions, one via MgNB to UPF1 acting as the PDU Session anchor, and another one via SgNB to UPF2 acting as the PDU session anchor. UPF1 and UPF2 connect to the same Data Network (DN), even though the traffic via UPF1 and UPF2 might be routed via different user plane nodes within the DN. UPF1 and UPF2 are controlled by SMF1 and SMF2, respectively, where SMF1 and SMF2 may coincide depending on operator configuration of the SMF selection. (Other 3GPP entities not relevant for this solution are not shown in the figure.)
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Figure 6.1.1-2: Solution architecture

The solution differs from the RAN based PDCP packet duplication function (see TS 38.300 [Y] clause 16.1.3) which is internal to RAN, and the packet duplication takes place between the UE and the MgNB. In this solution, the redundant paths span the whole system including RAN, CN, and can possibly extend to Data Network beyond 3GPP scope as well.

The solution has a number of assumptions to be applicable.

-
RAN supports dual connectivity, and RAN coverage is sufficient for dual connectivity in the target area.

-
UEs support dual connectivity.

-
The core network UPF deployment is aligned with RAN deployment and supports redundant user plane paths.

-
The underlying transport topology is aligned with the RAN and UPF deployment and supports redundant user plane paths.

-
The physical network topology and geographical distribution of functions also supports the redundant user plane paths to the extent deemed necessary by the operator.

-
The operation of the redundant user plane paths is made sufficiently independent, to the extent deemed necessary by the operator, e.g., independent power supplies.

NOTE 1:
The redundant network deployment aspects mentioned above are within the responsibility of the operator and are not subject to 3GPP standardization.
Two options are provided for the selection of the UPFs and the gNBs. A static approach for UPF selection that takes place before the SgNB is selected in RAN; this is applicable to both IP based and Ethernet based PDU sessions. In addition, a dynamic approach for UPF selection, which enhances the Static approach taking into account the SgNB selected in RAN - this is applicable to Ethernet PDU Sessions.

The solution is illustrated showing two SMFs, though the solution is also applicable using single SMF. In case of two SMFs are used, the SMFs are aware the sessions are redundant (two distinct sessions). In case of multiple SMFs are used, the SMFs are configured to have different UPF pool in order to avoid reuse of same UPF by different SMFs.

SMF(s) are aware of redundant sessions using, e.g. UE providing indication regarding redundant PDU session and proper provisioning during UPF selection. 

Static approach

This applies to both IP and Ethernet PDU sessions. The solution is illustrated in the Figure below:
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Figure 6.1.1-3: Static UPF selection

-
The UPF selection is based on existing mechanisms, with the extension that it is known in the SMF, based on UE indication or network configuration, whether the UE is establishing the first or second PDU session. This information may be used as an input to the UPF selection.

-
When the PDU Sessions are established, it is explicitly requested that RAN handles the two PDU Sessions at different gNBs using dual connectivity.

-
Initially, the two PDU Sessions use the same MgNB, but as soon as dual connectivity is set up in RAN, the second PDU Session's user plane connection is moved to the SgNB, and the user plane tunneling is switched to go via the SgNB.

Dynamic approach

This applies to Ethernet PDU Sessions. The solution is illustrated in the Figure below:
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Figure 6.1.1-4: Dynamic UPF Selection: anchor change after DC setup for Ethernet PDU Sessions

-
UPF selection for the first PDU Session and initial UPF selection for the second PDU session is based on existing mechanisms as described above for the Static approach.

-
When dual connectivity is established and the SgNB is added in RAN for the second PDU Session, this may result in a change in the UPF acting as the PSA, using Solution #X described in S2-187767 on Anchor change for Ethernet PDU Sessions.


The solution takes the following main steps.

-
The UE requests the establishment of a first and a second PDU Session.

-
The SMF determines that the PDU Session establishment is for a redundant PDU Session. This determination may be based on an explicit indication from the UE, or it may be based on network configuration.

-
UPF selection can take into account the identity of the MgNB and also the information about whether the first or second PDU session is being established for redundancy for a given UE. The proper operator configuration of the UPF selection can ensure that the UPF selected for the first and second PDU Session are different, and that they are selected close to the MgNB. It is up to operator configuration to consider the independence of the paths also in the transport network.

-
While the PDU Sessions are being established, dual connectivity handling of these PDU Sessions is not yet set up in RAN. When the two redundant PDU Sessions are initially established, both PDU Sessions go via the MgNB. The second PDU Session will be handed over to SgNB when the dual connectivity handling in RAN can be established.
-
To enable a UE to send and receive frames with the same MAC address but different VLAN IDs in different PDU sessions to the same DNN, e.g. to allow for Redundancy Handling Functions like IEEE 802.1CB [6] (FRER) to ensure separate paths by means of IEEE 802.1Q [10] the following applies:

-
In configurations where more than one PDU Session to the same DNN (e.g. for more than one UE) corresponds to the same N6 interface (see TS 23.501 [2] clause 5.16.10.2), the UPF acting as PDU session anchor (PSA) learns MAC addresses and VLAN IDs (S-TAG VID field and/or C-TAG VID fields depending on which tags are present in the frame) used by a UE in UL direction and uses the combination of VLAN ID and MAC address to determine the target PDU session for downlink switching of Ethernet frames;

-
MAC address reporting mechanism from UPF to SMF and SMF to PCF/BSF is enhanced to also report VLAN IDs used by the UE to support session binding in presence of Ethernet frames tagged using IEEE 802.1Q [10];

Editor's note:
5GC impacts due to other methods used by Redundancy Handling Functions for creating separate paths are FFS.

-
The MgNB is informed about the two PDU Sessions which need to be handled redundantly. Based on that indication, the MgNB sets up dual connectivity in such a way that both the MgNB and the SgNB have an independent PDCP entity for handling the two independent user plane paths (i.e. setup of MCG bearer and SCG bearer for MgNB and SgNB, respectively). The second PDU Session's user plane is switched to the SgNB, and in this way both the RAN node and the UPF can be different for the two redundant PDU Sessions.
NOTE 3:
The decision to set up dual connectivity remains in RAN as defined today. RAN takes into account the additional request for the dual connectivity setup provided by the CN.
-
In the case of Ethernet PDU Sessions, the SMF has the possibility to change the UPF (acting as the PSA) and select a new UPF based on the identity of the SgNB for the second PDU Session in case the SgNB is modified (or added/released) while the PDU Session remains established, according to Solution #X described in S2-187767. This makes it possible to dynamically select the UPF close to the SgNB for the second PDU Session, and in that way further optimize the second PDU Sessions UPF selection.
Editor's note:
The following aspects need further work: Mobility of the UEs, SMF selection and PCC role.

6.1.2
Procedures

Editor's note:
This clause describes services and related procedures for the solution.

The setup of the two PDU Sessions and the subsequent establishment of dual connectivity takes place as follows in the static approach.
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Figure 6.1.2-1: Procedure based on static approach

1.
PDU Session 1 is established according to TS 23.502 [3] clause 4.3.2.2. SMF1 determines based on a combination of UE indication and network configuration that the PDU Session is to be handled redundantly and this is the first PDU Session. SMF1 selects UPF1, where SMF1 may take into account in the selection that the current RAN node is MgNB and this is the first PDU session in the redundant handling. An indication is sent to RAN that this PDU Session is the first in the redundant handling that is requesting dual connectivity.

2.
Similarly, PDU Session 2 is established according to TS 23.502 [3] clause 4.3.2.2. SMF2 determines based on a combination of UE indication and network configuration that the PDU Session is to be handled redundantly and this is the second PDU session. SMF2 selects UPF2, where SMF2 may take into account in the selection that the current RAN node is MgNB and this is the second PDU session in the redundant handling. An indication is sent to RAN that this PDU Session is the second in the redundant handling that is requesting dual connectivity.


After step 2, the user plane of both PDU sessions still go via MgNB.

3.
If feasible based on RAN conditions as evaluated by the MgNB, dual connectivity is established in RAN according to TS 37.340, clause 10.2.2. RAN should observe the requests sent in steps 1 and 2 and set up dual connectivity in such a way that the user plane of PDU Session 2 will be handled in SgNB as a SCG bearer, while the user plane of PDU Session 1 will be handled in the MgNB as a MCG bearer. As part of the dual connectivity setup, data forwarding can be started from MgNB to SgNB for the data of PDU Session 2.


If dual connectivity is not possible to be set up in RAN as requested by the CN, then an appropriate indication is sent from RAN for both PDU Sessions via the AMF to the appropriate SMFs. The SMFs may decide whether to release the given PDU Sessions.

4.
The user plane path of PDU Session 2 is switched from MgNB to SgNB according to TS 23.502 [3] clause 4.9.1.2.2.

As a result, the user plane of PDU Session 1 and PDU Session 2 now take independent paths both in RAN and in the CN.

The dynamic approach for Ethernet PDU Sessions is illustrated in the figure below.
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Figure 6.1.2-2: Procedure based on dynamic approach


Steps 1-3 are as described above for the static approach.

4.
Path switch is performed in combination with an anchor change for PDU Session 2, which is performed according to the Anchor change for Ethernet PDU Sessions solution described in S2-187767.
6.1.3
Impacts on Existing Nodes and Functionality

SMF impacts:

-
Determine, based on a combination of UE and network indication, whether a PDU session is to be handled redundantly.

-
Select UPF based on the identity of the MgNB and whether it is the first and second PDU session.

-
Report not only MAC addresses but also VLAN IDs used by a UE from SMF to PCF;

UPF impacts:

-
Support VLAN ID and MAC address learning in case of configurations and uses the combination of VLAN ID and MAC address to determine the target PDU session for downlink switching of Ethernet frames for configurations where more than one PDU Session to the same DNN (e.g. for more than one UE) corresponds to the same N6 interface (see TS 23.501 [2], clause 5.16.10.2).

-
Report not only MAC addresses but also VLAN IDs used by a UE in UL frames to SMF.

PCF/BSF impacts

-
Support session binding based on MAC address and VLAN ID.

RAN impacts:

-
Attempt to establish and maintain dual connectivity when the need for redundant user planes are indicated for a pair of PDU Sessions

-
Set up dual connectivity in such a way that both the MgNB and the SgNB have an independent PDCP entity for handling the two independent user plane paths.

AMF impacts:

-
Forward the relevant indications between RAN and SMF.

UE impacts:

-
Based on device configuration, trigger the setup of redundant PDU Session, with possible indication about the need for redundant handling.

-
An upper layer solution for the handling of the duplicate redundant paths with a corresponding configuration mechanism, both are out of 3GPP scope. Additionally, UE configuration mechanisms may be applied to trigger the establishment of duplicate PDU Sessions.

6.1.4
Solution Evaluation

Editor's note:
This clause provides an evaluation of this solution.

* * * * End of Changes * * * *
3GPP
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