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Discussion
1. Background on TSN configuration models defined in IEEE 802.1 Qcc

IEEE 802.1 Qcc specifies the configuration of TSN features in a TSN network. The configuration process begins when Talkers and Listeners pass their requirements to the network, and proceeds with the configuration of TSN features in Bridges along a tree from each Talker to its Listener(s).
One of the main elements for the configuration of TSN networks is the User / Network Interface (UNI). On the user side of this interface are the end stations that contain users of Streams (i.e. Talkers and Listeners). On the network side are the bridges near the users. The user specifies the requirement for the streams that they want to transmit without having all the details about the network. The network then analyzes this information along with network capabilities and configures the bridges to meet the user requirements. To realize this configuration paradigm, IEEE 802.1Qcc defines three different configuration models with regards to their architecture: fully distributed model, centralized network/distributed user model and fully centralized model. 
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Figure 1 IEEE 802.1Qcc Fully Distributed Model

In the fully distributed model, the end stations communicate the user requirements directly over the TSN user/network protocol. The network is configured in a fully distributed manner, without a centralized network configuration entity. The distributed network configuration is performed using a protocol that propagates TSN user/network configuration information along the active topology for the Stream (i.e. Bridges in the tree from Talker to Listeners). 

In Figure 1, the solid arrows represent the protocol that is used as the UNI for exchange of configuration information between Talkers/Listeners (users) and Bridges (network). The dashed arrows represent the protocol that propagates configuration information within the network.
The Stream Reservation Protocol (SRP) defined in IEEE 802.1Qat/802.1Qcc are used as the UNI (arrows of Figure 1), and to propagate configuration information throughout the network of Bridges.
[image: image2.png]Centralized
Notwork <.
Configuration

Listeners.

Talkers





Figure 2 IEEE 802.1Qcc Centralized Network/Distributed User Model

The centralized network / distributed user model is similar to the fully distributed model, in that end stations communicate their Talker/Listener requirements directly over the TSN UNI. The CNC configures the edge Bridges to act as a proxy, transferring Talker/Listener information directly between the edge Bridge and the CNC. In contrast, in the centralized network / distributed user model the configuration information is directed to/from a Centralized Network Configuration (CNC) entity. All configuration of Bridges for TSN Streams is performed by this CNC using a remote network management protocol. The CNC has a complete view of the physical topology of the network, as well as the capabilities of each Bridge. This enables the CNC to centralize complex computations. The management of end stations is not performed by the CNC. The CNC can exist in either an end station or a Bridge.
In Figure 2, the solid arrows represent the protocol that is used as the UNI for exchange of configuration information between Talkers/Listeners (users) and Bridges (network). The dashed arrows represent the protocol that transfers configuration information between edge Bridges and the CNC. 

The Stream Reservation Protocol (SRP) can be used as the UNI (solid arrows of Figure 2).
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Figure 3 IEEE 802.1Qcc Fully Centralized Model

The Centralized User Configuration (CUC) entity is introduced in this model to discover end stations, retrieve end station capabilities and user requirements, and configure TSN features in end stations. The talkers/listeners communicate their requirements to the CUC and then the CUC exchange this information with the CNC through the UNI. The CNC and the CUC can be implemented in the same device or in separate devices. From a network perspective, the primary difference between the fully centralized model and the centralized network / distributed user model is that all user requirements are exchanged between the CNC and CUC. Therefore, the TSN UNI exists between the CNC and CUC.
2. Solutions to support interworking between 3GPP and TSN
The 3GPP network can support TSN as depicted in Figure 4, the network between the AS and UPF over N6 is TSN- based. The UE acts as a Listener and receives a stream from a TSN Talker in downlink. In reverse as in uplink, the UE can also acts as a TSN Talker. The UPF acts as a Nearest Bridge (network) to UE (user). 
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Figure 4: Support of TSN in 3GPP network
To enable E2E TSN streams over 5GS, TSN configuration should be supported by the 3GPP network in order to guarantee QoS within a 5G system and between the 5GC and the TSN. For different TSN configuration models, there are different solutions. At this stage, to support the interworking between the 3GPP network and TSN network, we propose a control plane based solution for the fully centralized model and a user plane based solution for the fully distributed model. For centralized network / distributed user model, the solution is for further study. 
Figure 5 depicts the Control Plane based solution. The TSN Configurator (i.e. CUC) negotiates with the PCF through the TSN AF to generate a TSN-aware QoS profile for a Stream. The TSN AF is responsible for the conversion between TSN traffic characteristics/TSN QoS requirements and TSN QoS Profile. 
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Figure 5 Control Plane based solution 
Figure 6 depicts the User Plane based solution. SRP is used to propagate configuration information between the UPF and the UE. When receiving an SRP message (i.e. Talker Advertise Declaration) initiated by the Talker of a Stream, the UPF forwards the SRP message to the SMF. The SMF extracts the information of the Stream from the SRP message and provides it to the PCF. The PCF generates PCC rules for the Stream. 
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Figure 6 User Plane based solution    
Proposal
It proposes solutions to support interworking between TSN and 3GPP.
* * * * Start of Change (all new) * * * * 
6.x Solution #x: QoS negotiation between 3GPP and TSN networks
The solution intends to address key issue #3.1 System Enhancements to support Time Sensitive Networking (TSN) regarding the open issues of: 
-
What are the necessary enhancements to QoS (e.g. new 5QI), policy framework to support TSN?
Depends on Centralized or Distributed model defined in IEEE 802.1Qcc is used in TSN network, the following control plane based or user plane based QoS negotiation solutions can be used between 3GPP and TSN networks, so that the QoS requirements for a QoS Flow/TSN Stream can be aligned in both 3GPP and TSN networks.
6.x.1
CP based QoS negotiation
6.x.1.1
Description

In case Centralized model is used in TSN network, CP based QoS negotiation is used in this solution. As depicted in Figure 6.x.1.1-1, the TSN Configurator (i.e. CUC) negotiates with the PCF through the TSN AF to generate a TSN-aware QoS profile for a Stream. The TSN AF is responsible for the conversion between TSN traffic characteristics/TSN QoS requirements and TSN QoS Profile. 
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Figure 6.x.1.1-1 Control Plane based solution
The TSN AF interacts with the 5G CN performs the mapping between TSN network parameters and the deterministic QoS profile, negotiates the traffic treatment and related QoS policies. Depending on the operator deployment, the TSN AF may directly talk to the other 5GC NFs or via the NEF (in case of a third-party AF deployment).

To perform the mapping between TSN QoS profile and 3GPP QoS framework, some new QoS parameters may need to be defined. For example, those specified by TSN 802.1Qbv standard, are depicted in Figure 6.x.1.1-2 and include the following parameters:

· Starting time (Tstart): Absolute (global) timestamp indicating arrival time of a deterministic traffic burst at the ingress of the 5GS (Reference interface between TSN Application and 5GS)

· Relative burst time (Δi): Time-offsets of burst i of scheduled data relative to the Starting time.

· Data Duration (Di): Duration of deterministic data burst i which equals the reception window for the burst (can be obtained from the GCL).
· Data Volume (Vi): Amount of data to be send in the data duration for burst i, which depends on the Ethernet line rate (maximum) or a value received in the TSN configuration.

· Cycle time (Tcycle): In case of periodic (i.e. cyclic) traffic, the repetition period of the deterministic traffic pattern.
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Figure 6.x.1.1-2: Deterministic traffic characteristics

As an example, for “deterministic” resource type, the value of standardized QoS characteristics can be taken from TSN network as shown in the following figure. The Default Averaging Window can be used to indicate the Cycle time in case of cyclic traffic.
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Figure 6.x.1.1-3: Mapping between TSN parameters and 5QI QoS characteristics

Such QoS characteristics can be carried in the related signalling as specified in TS 23.502 PDU session establishment/modification procedures. During such procedures, the SMF can modify the QoS characteristics to account for the delay between the UPF and the (R)AN, particularly the Starting Times of the traffic bursts, before sending this modified QoS profile to the (R)AN.
6.x.1.2
Procedures
Editor's note:
This clause describes services and related procedures for the solution.
6.x.1.2.1
TSN-aware QoS profile generation
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Figure 6.x.1.2.1-1 TSN-aware QoS profile generation

1. TSN AF is responsible for the conversion between TSN traffic characteristics/TSN QoS requirements and TSN QoS Profile. 
2. TSN AF provides TSN QoS Profile to the PCF (directly or via NEF).
3. PCF performs feasibility check with SMF, SMF may checks further with RAN and UPF. 

Editor’s Note: Details of feasibility check of TSN QoS requirements in PCF are FFS. 

4. If 5GS is able to fulfil the requested QoS profile from the TSN AF, PCF indicate to TSN AF on the acceptance of the requested TSN QoS requirements. If the 5GS is unable to fulfil the QoS profile requirements, it sends a reject message to the TSN AF that may be relayed to the TSN Configurator.

Based on the agreed QoS profile between TSN and 5G network, PCF decides on the related QoS policies and rules and provide that to the SMF and UE according to the procedure specified in TS23.502 and TS23.503.
6.x.1.2.2
TSN-aware QoS profile negotiation
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Figure 6.x.1.2.2-1 TSN-aware QoS profile negotiation
4. In case 5GS is not able to fulfil the QoS profile requested by the TS AF, PCF rejects the TS QoS Profile. Optionally, it can provide modified TS QoS profile to the TS AF.

TS AF interacts with TS configurator on the rejection of TS QoS requirements and optionally negotiation on the acceptable TS QoS requirements in step 5 and 6.
7. This is a repetition from step 2, where TS AF provides a new TS QoS Profile to the PCF (directly or via NEF). 
6.X.2
UP based QoS negotiation
6.X.2.1
Description

In case Distributed model is used in TSN network, UP based QoS negotiation is used in this solution. As as depicted in Figure 6.x.2.1-1, the network between the AS and UPF over N6 is TSN based. The UE acts as a Listener and receives a stream from a TSN Talker in downlink. The UPF acts as a Nearest Bridge (network) to UE (user), which can understand the signalling protocol used for the exchange of configuration information over the TSN user/network interface (UNI). 
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Figure 6.X.2.1-1 User Plane based solution
As described in IEEE 802.1 Qcc [X], Stream Reservation Protocol (SRP) is used to propagate configuration information throughout the network of Bridges in the full distributed model. 
When receiving an SRP message (i.e. Talker Advertise Declaration) initiated by the Talker of a Stream, the UPF needs to update the parameters included in the SRP message (e.g. the AccumulatedLatency value) and triggers the resource reservation in the 3GPP network. For the update of the AccumulatedLatency value, the PDB between the UE and the UPF which terminates the N6 interface for the 5QI related to the Stream can be used as the propagation time between the UE and UPF for the frame in the Stream.
To trigger the resource reservation, the UPF forwards the SRP message to the SMF. The SMF extracts the information of the Stream from the SRP message and provides it to the PCF as a requirements of a QoS Flow. The PCF generates PCC rules for the QoS Flow which authorizes the PDB and MBR/GBR for the QoS Flow. The SMF then updates the SRP message with a new AccumulatedLatency by adding the PDB value authorized by the PCF. After successful QoS authorization, the SMF indicates the UPF to transmit the SRP message to the UE/Listener. 

After the successful configuration for the Stream, the Talker can start to transmit the Stream to the Listener.

6.X.2.2
Procedures

Based on the scenario discussed above, the TSN user/network configuration can be supported in 3GPP network as following. 

6.X.2.2.1
TSN user/network configuration for a UE/Listener
Figure 6.X.2.2.1-1 depicts the TSN user/network configuration when UE acts as a Listener to receive a SRP message from the network. 
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Figure 6.X.2.2.1-1 TSN user/network configuration supported by 3GPP network

0. A PDU session is established for the UE.
1. The UPF receives a SRP message from the Talker AS. The SRP message is a Talker Advertise declaration defined in IEEE 802.1 Qcc [X]. The main information carried in the message is: 
· Stream ID: a unique ID to identify the Stream.
· DataFrameParameters: comprises the source and destination MAC addresses of the Stream data packets and the VLAN ID.

· UserToNetworkRequirements: specifies user requirements for the Stream, such as latency and redundancy.
· AccumulatedLatency: is used to determine the worst-case latency that a Stream can encounter in its path from the Talker to a given Listener.
· TrafficSpecification: consists of the parameters which represent the maximum frame size and the maximum number of frames that the Talker may transmit in one “class measurement interval”. It is used to allocate resources and adjust queue selection parameters in order to supply the QoS requested by the Talker Declaration.  

2. The UPF forwards the SRP message to the SMF.
3. The SMF extracts the information of the Stream from the SRP message and provides it as a QoS Flow request to the PCF. 
4. The PCF generates PCC rules for the QoS Flow/TSN Steam based on the parameters include in the stream information described in step 1. 

5. Based on the PCC rule, the SMF will trigger PDU session modification procedure to setup a QoS Flow for the Stream and resources between the UE and UPF as defined in current QoS framework.

6. The SMF sends the updated SRP message to the UPF. Before that, the SMF updates the SRP message accordingly based on the PCC rule, by adding the PDB to the AccumulatedLatency value.

NOTE: The AccumulatedLatency is related to the Stream requirements for bounded latency. If the AccumulatedLatency for the Stream exceeds the maximum latency from Talker to Listener(s) for a single frame of the Stream, the Stream will be rejected by the SMF/UPF.

7. The UPF sends the SRP message received from the SMF to the UE.

8. The UE sends response of the SRP message to the UPF. The response of the SRP message is a Listener Ready message defined in IEEE 802.1 Qcc [X] if the Stream requirement can be fulfilled. 
9. The UPF forwards the response of SRP message to the next Bridge in the TSN for the fully distributed model or to the CNC entity for the centralized network/distributed user mode.
6.x.3
Impacts on Existing Nodes and Functionality

Editor's note:
This clause captures impacts on existing 3GPP nodes and functional elements.

6.x.4
Solution Evaluation

Editor's note:
This clause provides an evaluation of this solution.

* * * * End of Change (all new) * * * *
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