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[bookmark: OLE_LINK6]Abstract of the contribution: This contribution is an updated resubmission of S2-178836 that considers adding the support of the usage of slice isolation for the UE.
1	Introduction 
1.1	Background
One of the objectives of the FS_ENS study item is to add the support in the 5GS of the following:
	Identify, prioritize and study the practical non-roaming and roaming deployment scenarios and system impacts when the 5GS is not able to support all possible combination of S-NSSAIs for the UE, and the isolation aspects among Network Slices.
In order to select the proper solution, it is important to understand the background and the use cases for such support.
1.2	Network Slices deployment in networks (aka stating the obvious)
In the general case, it is expected that Network Slices is used to provide more possibilities for network deployments, enabling new services for the subscribers, and not negatively impact the user experience by denying services due to bad configuration.
The bottom line for the use of network slices by the operator is that it is going to improve the user experience provided to the user. If using network slices is expected to degrade the user experience, it only makes sense for the operator to put all services of a UE in a single slice.
Therefore, we can only expect that operators are going to configure their network slices so that all services that a UE should be able to access simultaneously will indeed be accessible simultaneously.
Observation 1: PLMN are going to deploy their network slices in their networks so that all the services available to the users can be used simultaneously (i.e. there will be at least a set of network slice instances in the home network that can offer all the services (S-NSSAIs) that the UE can request simultaneously in its home network).
Such reasoning is also valid in the roaming scenarios: roaming partners are not going to configure their network (and network slices) in a way that it denies their roaming users of any service that has been allowed in the SLA between the home operator and the roaming partners.
Therefore, we can only expect that roaming partners are going to configure their network slices (at least the network slices to be used by their inbound roamers) so that all services that a UE should be able to access simultaneously in the roaming network will indeed be accessible simultaneously in the roaming network.
Observation 2: PLMNs are going to organise their SLAs so that network slices in the roaming partners' networks are going to offer all services available to the users simultaneously (i.e. there will be at least a set of network slice instances in the roaming partner network that can offer all the services (S-NSSAIs) that the UE can request simultaneously in that network).
1.3	Support of network slice isolation in the UE
In certain specific scenarios, e.g. due to regulation or per SLA, some UEs might be restricted from using two services (S-NSSAIs) simultaneously. This is a "positive restriction", in that it is wanted by the 3rd party (e.g. the owner of the UE subscriptions), and is not due to bad configuration (of the network or the UE).
Such scenarios can include:
-	by internal regulation (of the subscriber, of the employer, of the operator, etc): for example, it may be forbidden for a UE to access "regular" services and "specific" services, e.g. a UE used by a government officer might be restricted to be either in "off-duty" (regular) or "on-duty" (specific) mode. It is forbidden by regulation for the UE to access simultaneously the off-duty services and the on-duty services.
-	by network capability: for example, a factory device may have two modes of operations: "maintenance mode" (used to perform updates, e.g. blueprints upload, check the status of the devices, monitoring and maintenance, etc) and a "ultra-low latency factory mode", where the device receives URLLC commands to perform its duty. In that case, the AMF instance used for the URLLC factory slice may be tailored specifically to that duty, and not be able to support other services such as file database access, etc. In that case, the device may have to select either mode and not connect to both simultaneously.
As we can see, such kinds of scenarios are specific, and thus require specific UE design in the first place (there needs to be some understanding of which service to use at what time, potentially MMI support, etc). Due to this, there would be no backward compatibility issue with Rel-15 from the device perspective, since, as these scenarios are not supported in Rel-15, Rel-15 UEs would not support these other aspects either.
Observation 3: Support of network slice isolation in the UE is a wanted feature of the 3rd party owning the UE subscription, and not due to a negative effect of a bad network deployment.
1.4	Support of network slice isolation in the network
In Rel-15, the 5GS already supports the isolation of two network slice instances from each other from a functional perspective.
In Rel-15, as part of the initial support of network slices, the specification allows the network to deploy completely functionally independent sets of network slice instances in a 5GC, in a way that no resources (beyond the NSSF) are shared between these two set of network slice instances.
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Note:	Network slices are defined end-to-end, and include the AN. In 5GS, the boundary between (R)AN and CN is well defined, and made easier by features such as the flexible deployments of UPFs in the network. Therefore, the isolation of network slices within the RAN can be made to a similar level as the isolation of multiple PLMNs in an MOCN RAN sharing scenario.
The actual isolation of resources used by the different slices is mainly a problem to be addressed and resolved by the virtualisation infrastructure and/or the network deployment. There are well known mechanisms available at the virtualisation infrastructure to ensure that no physical hardware is shared during the allocation of resources (including network resources). Moreover, it is also possible for the operator to deploy a set of network slice instances in a separate (possibly dedicated) hardware. In that case, the only shared functionality are the common nodes (NSSF, UDM). The functional nodes (AMF, SMF, UPF, etc) can be totally isolated from a resource perspective.
Therefore, as long as the signalling to/from and within the network is kept unchanged, the functional support of slice isolation within the network from a resource sharing perspective can be realised already using Rel-15 specifications, via proper network configuration.
Observation 4: Functional support for network slice isolation in the 5GC is already supported in Rel-15 specifications.
1.5	Definition of network slice isolation in this study
It is thus proposed to define the network slice isolation in this study as the following:
Network Slice isolation: Two network slices are considered to be isolated for a UE if, when their respective S-NSSAIs are both present in the UE's subscription, the UE is not allowed to request both S-NSSAIs simultaneously.
In practice, this means the following: even if S-NSSAI1 and S-NSSAI2 are present in the Configured NSSAI for the PLMN and present in the URSP, the UE shall not be able to include both S-NSSAI1 and S-NSSAI2 in the Requested NSSAI, and, if it did, the network would not include both S-NSSAI1 and S-NSSAI2 in the Allowed NSSAI it sends back to the UE.
1.6	Proposed solution
The proposal that was discussed in SA2#124, based on an online discussion on the network slice isolation in SA2#123, is again proposed here.
As we can see from above, the only mechanism needed is to give the ability for the UE to recognise which S-NSSAIs cannot be requested simultaneously.
Given that this mechanism is voluntary, network slices will be organised accordingly in the network (i.e. if S-NSSAI1 and S-NSSAI2 are not meant to be provided simultaneously to a UE, it is to be expected that the operator will organise the sets of network slice instances accordingly, i.e with a set of slices containing S-NSSAI1, and another containing S-NSSAI2, something that is already supported in the network in Rel-15). It is also expected that these voluntary restrictions, where it makes sense, will be reflected in the SLAs towards the roaming partners.
Note:	"where it makes sense" is an important consideration: for example, a government officer might be able to roam their "on-duty" services within the European Union for example, but probably would not be allowed to do so, should the UE be used outside the European Union (in that case, the S-NSSAI is probably not available in the roaming partner's network at all). Or in the case of the factory device, its dual usage outside a specific set of networks (whose deployment is meant to support these devices) is probably not meaningful.
Therefore, it is proposed that the home network provides the necessary information to the UE, and the SLAs towards the roaming partners (and the proper mapping to the roaming partners' network slices) is covered by the existing Rel-15 functionality.
To provide the necessary information to the UE, it is proposed that a field be added to the relevant URSP entries, with a "S-NSSAI Group". Simply, then, the UE would not be allowed to include in a Requested NSSAI S-NSSAIs that belong to two or more different groups. S-NSSAIs not belonging to any group would not be conflicting with any group.
E.g.:
-	S-NSSAI S1, S-NSSAI Group: SG1
-	S-NSSAI S2, S-NSSAI Group: SG2
-	S-NSSAI S3, S-NSSAI Group: SG2
-	S-NSSAI S4 (no S-NSSAI Group information).
Note: 	in most cases, for most UEs, there would not be any S-NSSAI Group information. Only these specific UEs with the proper usage and device support would be able to receive URSPs with such information (therefore, there is no backward compatibility issue in the UE).
In that example, the UE would be able to request {S1, S4} together, {S2, S3, S4} together, but not {S1, S2, S3} or {S1, S2, S3, S4}.
The signalling towards the serving network is therefore unchanged. In any case, should the roaming partner support both S1 and S2 in the network due to SLA (of course, via their mapped values), it would have (at least) two sets of network slice instances, one containing S1, the other containing S2, and the NSSF would be able to select one or the other according to Rel-15 behaviour.
There is therefore no backwards compatibility in the serving network (i.e. even a Rel-15 serving network should be able to support the feature, as it is only a deployment consideration, not a network feature).
Alternative 2: Instead of providing this information as part of the URSP, a less desirable solution, but acceptable, is just to say that the UE is configured locally with such information. In which case, there would be no specification impact to support the feature.
2.	Proposal 
Based on the observations above, it is proposed to capture in the TR the following:
-	The definition of network slice isolation mentioned above
-	The architecture assumptions mentioned above
-	The use cases mentioned above
-	The key issue of network slice isolation
-	The solutions to the key issue, as mentioned above
The following changes capture the proposal above:
Changes in 3926:
-	Aligned terminology to "mutually exclusive access to network slices" from 3923
-	Removed use cases, KI and solutions for now (use cases and KI covered by 3923)
-	Found a proper home for the architectural assumptions
-	Removed the last architectural assumption regarding VPLMN doing the right thing, to allow studying such cases.
First change
[bookmark: _Toc505246077][bookmark: _Toc498349007]3.1	Definitions
[bookmark: OLE_LINK1][bookmark: OLE_LINK2][bookmark: OLE_LINK3][bookmark: OLE_LINK4][bookmark: OLE_LINK5]For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
Mutually Exclusive Access to Network Slices: Two network slices are considered to be mutually exclusive for a UE if, when their respective S-NSSAIs are both present in the UE's subscription, the UE is not allowed to access both S-NSSAIs simultaneously.
Next change
[bookmark: _Toc466352937][bookmark: _Toc496418252][bookmark: _Toc497790730][bookmark: _Toc497790751][bookmark: _Toc250980585][bookmark: _Toc326037252][bookmark: _Toc386545310][bookmark: _Toc435670429][bookmark: _Toc436124699][bookmark: _Toc510592777]4	Architectural Assumptions and Requirements 
Editor's Note: This clause will list general architectural assumptions and principles for this study.
-	It is assumed that the support of mutually exclusive access to network slices uses Rel-15 network slicing feature as the baseline.
-	It is assumed that the support of mutually exclusive access to network slices in a UE does not prevent operation in a Rel-15 5GC, i.e. a UE, supporting mutually exclusive access to network slices, shall be able to roam in a Rel-15 5GC network without impact to the roaming Rel-15 5GC network.
[bookmark: _GoBack]-	It is assumed that the support of mutually exclusive access to network slices in a PLMN does not impact Rel-15 5G UEs that do not need to access mutually exclusive network slices.

-	It is assumed that PLMNs are going to deploy their network slices in their networks so that all the services available to the users can be used simultaneously (i.e. there will be at least a set of network slice instances in the home network that can offer all the services (S-NSSAIs) that the UE can request simultaneously in its home network), with the exception of simultaneous access to network slices that are mutually exclusive.
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