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Abstract of the contribution: This paper examines some fundamental considerations for various levels of the network slicing isolation of which some of them overlap the slice co-existence scenarios and proposes key issues to be incorporated into FS_eNS TR.
1
Discussions
Considerations of various levels of Slice Isolation

According to the soon to be published GSMA network slicing use cases requirements [1], network slicing isolation refers to the degree of resource sharing that could be tolerated by the industry partners.  Deploying different network slices based on the specific requirements for target vertical business are not economical for operators due to the incurred network operational complexity which will continue to grow as the number of network slices are increasing.   According to GSMA’s recent survey done by operators who collect requirements from their target vertical business partners, many of those partners agree on the different levels of slice isolation refer to the degree of resource sharing that they could tolerate.  Some business partners may not mind to share network resource, but would like isolation on the computing resource.  Some may only want to share the physical site like base stations, but use dedicated spectrum.  The decision for the level of slice isolation is driven by the balance between cost vs. business opportunity between the operators’ and their vertical business partners.   Therefore, slice isolation does not automatically prohibit the UE to be served by multiple network slice instances simultaneously with active PDU sessions.
Slice isolation support is fundamental principles for designing network slicing.  The slice isolation requirements were described in 5GPP Norma, and GSMA which categorize the network slicing isolation support into two dimensions:  
(1) “Operational” isolation
Vertical customers could have independent monitoring, control, configuration, or even full operation capability of the network slice; 
(2) “Network level” isolation
Vertical customers may not share network functions or resources with the other customers. Network level isolation for multi-tenancy support also has different sub-categories, for instance, shared RAN but isolated core, or isolated RAN as well as core, etc. 

Within the scope of SA2 study, the “Network level” isolation support should be examined.  Figure-1 below (curtesy of GSMA network slicing use cases requirements [1]) presents different levels of network isolation.  Different levels of isolation will have different incurred cost in term of OpEx and CapEx. Most expensive mode will be the dedicated RAN and Core (L0 or L1), which are targeted for very specific deployment, e.g. Mission Critical.  
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Figure-1: Different Levels of Network Slice Isolation
Observation#1: In case of slice isolation, it is still possible for the UE to have concurrent active sessions with multiple network slice instances as long as the level of network isolation among the different network slices are comply to the SLAs between the operator and the vertical partners.
After examining the various levels of isolation considered by GSMA [1] as shown in Figure-1 above, it is clear that L0 to L3 require more significant support from RAN and other SDOs (e.g. BBF, IETF).  Today Rel-15 is capable of supporting L4 and L5 levels of isolation.    However, Rel-15 has not addressed the complete isolation support as shown for L0 and L1.  
Considerations of Slice Coexistence

Different levels of slice isolation support is not the only consideration that operator has in mind when balancing the performance and the management of their network to support network slicing.  Due to regulatory (e.g. cyber security), architectural (e.g. incompatible network functional components between different slices for different vertical applications)  and/or security constraints (e.g. government agencies that require complete network isolation), operator may need to prohibit certain set of network slices corresponding to the different S-NSSAI(s) to actively serve the UE simultaneously given many devices today are multi-service capable.   This implies that, operator needs to identify which set of network slice instances corresponding to the Allowed S-NSSAIs that can or cannot be actively serve the UE’s applications simultaneously.  Such network slicing deployment motivation is a bit different than slice isolation as stated in the Observation#1 above.      

Furthermore, when referring to the definitions of the Allowed NSSAIs as defined in TS 23.501, clause 3.1 as captured below, the granted Allowed NSSAI to the UE is corresponding to the UE’s current registration area.  It is important to point out that, a set of slices may be available over the same registration area of the UE, however, they may not be allowed to serve the UE simultaneously.  Such practical deployment scenario should not be excluded. 
Allowed NSSAI: NSSAI provided by the Serving PLMN during e.g. a Registration procedure, indicating the S-NSSAIs values the UE could use in the Serving PLMN for the current registration area.

Therefore, based on the reasons (e.g. regulatory etc.) that were discussed above, the set of S-NSSAIs may prohibited to coexist and to actively serve the UE simultaneously.  

In Rel-15, the consideration for multiple S-NSSAIs that are not able to serve the UE simultaneously has been deferred and is captured in TS 23.501, clause 5.15.1 as shown below. 

NOTE:
In this Release of the specification it is assumed that in any (home or visited) PLMN it is always possible to select an AMF that can serve any combination of S-NSSAIs that will be provided as an Allowed NSSAI.

Observation#2: Even if the network slice instances are corresponding to the S-NSSAIs that are available to serve the UE, due to specific reasons (e.g. regulatory etc.), the set of S-NSSAIs may be prohibited to coexist and to actively serve the UE simultaneously.  
Based on the two observations above, there are certainly common characteristic to support complete slice isolation as represented by the layer L0 or L1 and the prohibition of the coexistence of certain set of network slice instances to serve the UE simultaneously.   Based on these two observations, the following set of key issues are proposed.   
2 
Proposed Key Issues
*** Start of changes ***
5.a
Key Issue#a: Definitions for slice isolation and coexistence
5.a.1
Descriptions

This key issue is to define the appropriate definition(s) for slice isolation and coexistence: 
1. What is the definition of slice isolation, i.e. disallowing a certain set of S-NSSAIs to serve the UE simultaneously even though they have been subscribed by the UE and are available at the UE’s tracking area? 
2. What is the definition of slice coexistence, i.e. allowing only a specific set of S-NSSAIs to serve the UE simultaneously, but not all the S-NSSAIs that have been subscribed by the UE and are available at the UE’s tracking area? 
*** Second change ***
5.b
Key Issue#b: Policy for slice isolation and coexistence

5.b.1
Descriptions

This key issue is to describe the considerations of the policy to support the slice isolation and coexistence decisions: 

1. What kind of information should be used to identify the set of S-NSSAIs/slices that needs to be isolated from another set of S-NSSAIs/slices? 
2. What kind of information should be used to identify the set of S-NSSAIs/slices that can serve the UE simultaneously? 

3. Should the information used by the policy be standardized? 
4. Should the UE know about semi-static (pre-)configured Network Slice coexistence rules? 
*** Third change ***
5.c
Key Issue#c: System impacts for supporting slice isolation and coexistence

5.c.1
Descriptions

This key issue is to describe the considerations of the network operation to support the slice isolation and coexistence : 

1. How are the policies for the slice isolation and coexistence be used to support the operation? 

2. Which network function is responsible for providing the policy in the network or to the UE to support the slice isolation and coexistence decisions?  And, which network function is responsible for enforcing the policy? 
3. How to organize and to partition the isolated slicing group in which each S-NSSAIs within the group can serve the UE simultaneously?  How to determine which isolated slicing group is to serve the UE and should it be UE or the Network decision, or both? 
4. What kind of impacts to the network operation, such as UE registration/re-registration, Slice Selection, UE Configuration Update etc.? 

5. In case of roaming, how the serving PLMN and home PLMN coordinate the policy and the network slice selection to support the slice isolation and coexistence? 

6. Should the network operation for slice isolation and coexistence be backward compatible to Rel-15 procedures? If so, how? 

7. Should the network handle Network Slice coexistence for the UE dynamically?
*** End of changes ***
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