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1 Introduction

At SA2 #127 meeting, a proposal of study on system architecture for next generation real-time communication services was discussed. Some comments were raised that some of the objectives listed in the SID may not be in the scope of SA2 and the aspects to be studied in SA2 are not clear. This paper clarifies the objectives within the remit of SA2.
2 Discussion
SA1 has concluded their study on enhancements to IMS for new real time communication services and already started normative work on system level requirements for IMS, MC and GCSE services to support new RTC services related to call setup for group communications, IMS slicing, use of AI in RTC, service visibility, one to many communication, interworking with non-sip devices, and voice & video communications for AR/VR. 
The following analyzes the potential impact of high priority requirements on IMS which need to be studied in SA2 in Rel-16. The other requirements can be further studied in Rel-17.
2.1 Slicing capability of IMS network
2.1.1
Description
As specified in the TS 22.261, IMS functions can be a part of a network slice: “A network slice can provide the functionality of a complete network, including radio access network functions, core network functions (e.g., potentially from different vendors) and IMS functions.”, and “The 5G system shall be able to support IMS as part of a network slice.”. 
This requirement is not covered in FS_eIMS5G SI. In FS_eIMS5G study, the 5GC slice are totally separated with IMS network, which doesn’t impact the 5GC slicing procedure. But for the new requirement above, 5GC slicing is closely connected with IMS functional entities, which requires the coordination between 5GC and IMS functional entities to establish an entire network slice.
When IMS functional entities are included in a network slice, there will be potential enhancements on several aspects of 5GC slicing, e.g.:

1) How the UE negotiate with 5G network for IMS service information during slicing selection;

2) How a network slice can be established based on 5GC slicing information and IMS service information;
3) What information is used for 5GC slice, i.e. SMF, to select IMS functional entities;

4) What IMS functionalities can be shared between different network slices;
5) How to support customization of IMS functions on demand of a specific network slice;

It is needed for SA2 to study the aspects mentioned above and provide solution to support IMS as part of network slice.
2.1.2
Observation
Based on the new requirements captured in TS 22.261, it is required to support including IMS functional entities as part of network slice. The following aspects may need to be studied:
-
How to enhance 5GC to support IMS functional entities as a part of a network slice;
-
What IMS functionalities can be shared between different network slices; 
-
How and what information is communicated between UE and 5GC to select IMS functional entities for a network slice; 
-
how to support customization of IMS functions on demand.
2.2 Shortening IMS call setup time
2.2.1
Description
In SA1 #82 meeting the following requirement has been captured in TS 22.228 as a general IMS network architecture requirement:

-
The IMS shall be able to support a Group Communication with end-to-end setup time defined in TS 22.468, clause 5.1.2 [x].
The group communication call setup time is mainly contributed by the UE, air interface transmission, IMS Core, MCPTT AS, 5GC, and IP transmission. The service implementation technologies of the UE and the AS are not in the scope of discussion; In the aspect of air interface transmission, delay can be reduced by “occupying lower latency QoS flow for IMS signalling” (refer to 3GPP TS 23.501 section 5.7.4, 5QI set to 69); In the IP transmission, "edge deployment of IMS control plane" can be applied to reduce the IP transmission delay. However, all these are not enough to fulfil the end-to-end 300ms call setup time requirement, further optimization to the IMS system and even 5GC is needed.
There are two possible way to optimize:

1) call flow level optimization:

If concurrent or simplified IMS call can be applied, the call setup time will be greatly reduced. For example, in the group communication scenario, Rx interface and SIP message can be performed concurrently. Since establishment of QoS flow is processed in parallel with SIP message forwarding, the 5GC processing duration can be omitted, referring to Figure 2.3. 
In addition, most of the SIP signalling interaction in the IMS basic call is executed end-to-end. If some of the signalling messages can be sent hop by hop in some specific scenarios (e.g. during media negotiation), it will help to reduce the call setup time. Furthermore, along with 4G/5G wireless coverage getting better and better, it can be considered to optimize the domain selection procedure or even skip TADS (CS Retry can achieve call reachability when paging UE fails under 4G/5G wireless coverage). The IMS basic call session chain is quite long, and it is worth investigating the optimization of the IMS call setup procedure in Vo5G.
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Figure 2.3: Rx message and SIP message concurrency
2) architecture level optimization:

For example, in existing IMS solutions, there are duplicated functionalities supported by multiple network elements, e.g. due to control of multi-media through the Iq interface, the P-CSCF needs to perceive and manage the session, which partially overlaps with the session management functionality of S-CSCF. For the same reason, the P-CSCF also needs to deal with lawful interception, which duplicates with the S-CSCF functionalities;

2.2.2
Observation
It is needed to further optimize the IMS network to fulfil the requirement of 300ms call setup time. IMS network architecture and call flow optimization should be handled in SA2 and further in CT. The optimization can be studied on call flow level and architecture level.
2.3 Interworking between non-sip video devices
2.3.1
Description
Currently, video client (e.g. camera) has been widely deployed in various vertical industries. Real time communication between UE and camera is emerging, e.g. for ambulances equipped with high-definition cameras, doctors in the hospital can give remote guidance about medical treatment / diagnosis through mobile phone and control the camera in real-time for better footage.  

For this scenario the key aspect is that IMS provides communication with non-sip video devices (e.g. video monitors), to allow interworking with other types of UEs, and develop mechanism to control (e.g. PTZ) the non-sip video devices.
PTZF control based on H.281/H.224/RTP has been implemented, as specified in 3GPP TS 26.114 and 23.334, as a solution focusing on IMS media handling and PTZF capability described in SDP for ROI (region of interest). 
But beside H.281/H.224/RTP based video client, ONVIF based video client also has already been widely used in video monitoring market. It is important for IMS to support interworking and control of ONVIF video client in a sufficient way to allow operators to support video monitoring service requirements. 
For ONVIF camera, “PTZ Service Specification” specifies the PTZ protocol stack with SOAP signaling.
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PTZ operations example:
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It is needed to study how IMS detects the PTZ from media plane and reports to the control plane, and how the conversion to ONVIF protocol can be done in IMS network. Interworking between ONVIF client and H.281 client is also need to study.
2.3.2
Observation
ONVIF as one of the most popular protocols on PTZF for Camera Control, is required to be supported in IMS network. The It is needed to study the architecture of support including how IMS detects the PTZ from media plane and reports to the control plane, how the conversion to ONVIF protocol can be done in IMS network and how interworking between ONVIF client and H.281 client is provided.
2.4 One source to many destinations communication
2.4.1
Description
IMS network provides one source to many destinations communication service, as described in 3GPP TR 22.823:
4.1.1
Description

For one source to many destinations voice/video communication, typical scenario is that most of the audiences may only have downlink media while a small portion of audiences may have bidirectional real time interaction. A mechanism is needed to manage the priority/rights of users, e.g. interactive or receive-only, performance (e.g. latency) and to deliver the content efficiently to the users. In-network content caching provided by the operator, a 3rd party or both, can improve user experience, & reduce bandwidth pressure. 
4.1.6
[Potential] Requirements

For one-to-many communication service, the IMS network shall provide a mechanism to support a single session with large number of users (e.g. more than 10K) that can be in different communication modes e.g. interactive or receive only.
It is difficult to support the use case above for current IMS architecture in an efficient and low cost way. The mechanism of SDP negotiation and bearer establishment are suitable for bidirectional symmetric media, but are not flexible and efficient for asymmetrical media. The architecture of conferencing based on MRFC/MRFP/AS architecture are also not very extensible for very large scale video communications.
It is therefore needed to study architecture and mechanism to efficiently support large scale one source to many destinations communication, e.g. architecture for efficient media resource allocation and transportation, media resource negotiation mechanism to support asymmetrical media.
An example is shown in the following figure, which is possible to cache the media content in a local function such as IMS AGW, which is more close to the audience. 
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2.4.2
Observation
It is needed to study architecture and mechanism to efficiently support large scale one source to many destinations communication, e.g. architecture for efficient media resource allocation and transportation, media resource negotiation mechanism to support asymmetrical media.
3 Conclusion and Proposals
Based on the above discussion, the SA1 use cases implies many key requirements related to system architecture, which need to be studied in SA2 (subject to be updated according to SA1 progress):

· IMS as part of a network slice;

· Optimize the IMS architecture and signaling procedure to reduce call setup time to 300ms;
· Study interworking between signaalling and media control on ONVIF video device access in IMS network;
· Enhancement on IMS to allow efficient media establishment for large scale one to many asymmetric communication; 
It is proposed to agree on the study on system architecture for next generation real time communication services as described in S2-185259. 
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