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Abstract of the contribution: This contribution discusses traffic model and proposes QoS parameters for URLLC applications.
Discussion
The use cases requiring low latency and high reliability (URLLC) are described in clause 7.2 “Low latency and high reliability” of TS 22.261. There are two main categories: industrial machine control and virtual-reality (VR). These two categories have different traffic models as discussed in the following. 
1. Traffic model of industrial machine control
The traffic model of industrial machine control is illustrated in Figure 1. Bursts of small packets are sent between traffic source and UE. The inter-arrival time of the packets may be not constant. Due to the small packet delay budget (PDB), the user experienced data rate could be high as high as 100 Mbps for process automation remote control application. However, the average bit rate in the long term could be small.
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Figure 1: Packets of industrial machine control application generated at traffic source.
2. Traffic model of Virtual-Reality
In VR applications, the VR packets include audio and video data. The data rate of audio data is much smaller compared to data rate of video data in VR application. Therefore only the video data discussed in this TDoc. For the video data, the motion-to-photon delay is 7-15 ms. Hence the PDB could be shorter than this range.
The video captured by camera is encoded into group of pictures, which typically consists of one I-frame and several P-frames in VR applications. The size of I-frame is much larger size of P-frame. Hence the maximum data rate to deliver the I-frame within BDP could be several times (e.g. 10 times) higher than the average bit rate of the video flow. In TS 22.261, the bit rate could be 250 Mbps.
The video packets of a picture frame are sent all together from the video encoder. Therefore, the traffic model of VR is also bursty in general. There is a burst of I-frame packets, then bursts of P-frames. Also, the packet inter-arrival rate is not constant and is not useful to characterize the video flow.
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Figure 2: Video packet generation from VR encoder.

From the above observation, the traffic of industrial machine control and VR is highly bursty. There is an off period between bursts. The packet inter-arrival rate are highly variable. The user experienced data rate is much higher than the average data rate. Therefore, new QoS parameters and new QoS characteristics need to be specified.
3. Existing traffic models vs. URLLC traffic

· The non-GBR model does not provide guaranteed bit rate. Hence it is not suitable for URLLC applications.
· The GBR model provide guaranteed bit rate for conventional services like conversational voice and video, video streaming with long PDB and high PER. Additionally the guaranteed bit rate is measured over one long Averaging Window (several seconds). Hence the GBR model does not provide guaranteed bit rate for the short-term peak bit rate within PDB of tens of miliseconds.

4. QoS model for URLLC traffic
The QoS parameters should be defined to capture the bursty nature of URLLC traffic. When a burst of packets arrives, the 5GS should be able to provide sufficient bandwidth to deliver the packets within PDB to avoid packet delay and packet drop. It is thus important to know the peak bit rate of URLLC flow, which corresponds to the data rate to deliver the burst of URLLC packets. The network resources need to be reserved to accommodate the peak bit rate. Anyway, there are many other data flows running through the UP node. The reserved resources can be used for other traffic flows, which may not require low PDB. Hence the UPF and (R)AN nodes also need to know the long term average bit rate for long term resource reservation.
In order to support peak bit rate monitoring, a Short Averaging Window (SAW) is required to monitor the traffic burst. The SAW value should be smaller than the end-to-end PDB in order to account for packet delay jitter. For NR (and eNB), the SAW could be a multiple of TTI unit of the NR air interface.
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Figure 3: Monitoring URLLC flow using Short and Long Averaging Windows.
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Figure 4: Short Averaging Window compared to PDB of RAN.

Another Averaging Window, the Long Averaging Window (LAW), is also needed to measure the average data rate for long-term resource reservation. 
The peak bit rate, SAW and LAW can be used to indicate the activity factor of URLLC flow. Within the SAW, the maximum traffic volume arriving at the NR is bounded by Peak_Bit_Rate x SAW.
From the above observations, the following proposals are made.
Proposal
Proposal 1: Extend the definition of MFBR and GFBR for Delay critical GBR.
· Maximum Flow Bit Rate (MFBR) is the maximum short-term bit rate of URLLC flow. The MFBR of URLLC flow is measured over a Short Averaging Window (SAW).
· Guaranteed Flow Bit Rate (GFBR) is the limit of guaranteed average bit rate for URLLC flow. The GFBR of URLLC flow is measured over a Long Averaging Window (LAW).
Proposal 2: CN provides the SAW for RAN in the QoS Profile. The value of SAW is the same as RAN PDB. 
Proposal 3: The Long Averaging Window is the same as Averaging Window.
Proposal 4: The URLLC service providers provide to 5GC
· MFBR is measured over the RAN PDB.
· GFBR is measured over AW.
Since the UPF may be connected to many RAN nodes, and the UPF monitors bit rate of QoS Flows for QoS enforcement, the CN shall be able to collect more traffic patterns of many UEs and create more reliable QoS requirement statistics of URLLC flows, and can learn the QoS requirements of URLLC flows, such as MFBR and GFBR parameters. The 5GC provides QoS parameters to RAN for admission control during PDU session establishment and handover. This approach is consistent with other traffic types. SA2 may study possible solutions in “Study of enablers for Network Automation for 5G” (FS_eNA) Study Item.
Proposal 5: The 5GC monitors traffic patterns and adjusts QoS parameters and QoS characteristics of URLLC flows. Detailed solution shall be studied as part of FS_eNA SI.
Proposal 6: For Delay critical GBR resource type
· The 5GC notifies RAN the following parameters: MFBR (UL and DL), GFBR (UL and DL), RAN PDB, and AW, and other QoS characteristics Priority Level, PER.
· RAN uses the above parameters and characteristics for admission control decision during PDU Establishment and Handover procedures.

· The 5GC notifies UPF the following parameters: MFBR (UL and DL), GFBR (UL and DL), PDB for RAN, AW, CN PDB, Priority Level, PER.
· The UPF performs rate enforcement for GFBR in UL and DL using AW.
· The MFBR and PDB of RAN are not used for rate enforcement in 5GC. They are used for 5GC to learn the URLLC traffic patterns for other purposes.

Proposal 7: The PDB of RAN for delay critical services are to be specified by RAN WGs. SA2 shall send an LS to RAN1 and RAN2 to trigger the specification.
The following changes are proposed for TS 23.501.

* * * * Start of 1st Change * * * * 
5.7.1.8
AMBR/MFBR enforcement and rate limitation

For UL Classifier PDU Sessions, UL and DL Session-AMBR shall be enforced in the SMF selected UPF that supports the UL Classifier functionality. In addition, the DL Session-AMBR shall be enforced separately in every UPF that terminates the N6 interface (i.e. without requiring interaction between the UPFs) (see clause 5.6.4).

For multi-homed PDU Sessions, UL and DL Session-AMBR shall be enforced in the UPF that supports the Branching Point functionality. In addition, the DL Session-AMBR shall be enforced separately in every UPF that terminates the N6 interface (i.e. without requiring interaction between the UPFs) (see clause 5.6.4).

NOTE:
The DL Session-AMBR is enforced in every UPF terminating the N6 interface to reduce unnecessary transport of traffic which may be discarded by the UPF performing the UL Classifier/Branching Point functionality due to the amount of the DL traffic for the PDU Session exceeding the DL Session-AMBR. Discarding DL packets in the UL Classifier/Branching Point could cause erroneous PDU counting for support of charging
The (R)AN shall enforce Max Bit Rate (UE-AMBR) limit in UL and DL per UE for non-GBR QoS Flows. The (R)AN shall enforce the MFBR and GFBR of delay critical GBR QoS Flows in the UL and DL. 

The UE shall perform UL rate limitation on PDU Session basis for non-GBR traffic using Session-AMBR, if the UE receives a session-AMBR.

Rate limit enforcement per PDU Session applies for flows that do not require guaranteed flow bit rate. MBR per SDF is mandatory for GBR QoS Flows but optional for non-GBR QoS Flows. The MBR is enforced in the UPF for non-delay critical GBR and non-GBR QoS flows. The UPF enforces the UL and DL GFBR of delay critical GBR QoS Flows.

The QoS control for Unstructured PDUs is performed at the PDU Session level and in this release of the specification there is only support for maximum of one 5G QoS Flow per PDU Session of Type Unstructured.
When a PDU Session is set up for transferring unstructured PDUs, SMF provides the QFI which will be applied to any packet of the PDU Session to the UPF and UE.
* * * * End of 1st Change * * * * 
* * * * Start of 2nd Change * * * * 
5.7.2.5
Flow Bit Rates

For GBR QoS Flows, the 5G QoS profile additionally include the following QoS parameters:

-
Guaranteed Flow Bit Rate (GFBR) - UL and DL;

-
Maximum Flow Bit Rate (MFBR) -- UL and DL.

For GBR resource type, the GFBR denotes the bit rate that may be expected to be provided by a GBR QoS Flow. The MFBR limits the bit rate that may be expected to be provided by a GBR QoS Flow (e.g. excess traffic may get discarded by a rate shaping function). Both GFBR and MFBR are measured over the same Averaging Window.
For delay critical GBR resource type, the GFBR limits the bit rate that may be provided by a delay critical GBR QoS Flow over an Averaging Window. The MFBR limits the bit rate that may be provided for a delay critical GBR QoS flow over a Short Averaging Window, which is set the same as PDB of RAN. The excess traffic may get discarded by a rate shaping function. The Averaging Window is much larger than the PDB of RAN.

GFBR and MFBR are signalled on N2 and N11 for each of the GBR QoS Flows.

* * * * End of 2nd Change * * * * 
* * * * Start of 3rd Change * * * * 
5.7.3
5G QoS characteristics

5.7.3.1
General

This clause specifies the 5G QoS characteristics associated with 5QI. The characteristics describe the packet forwarding treatment that a QoS Flow receives edge-to-edge between the UE and the UPF in terms of the following performance characteristics:

1
Resource Type (GBR, delay critical GBR or Non-GBR);

2
Priority level;

3
Packet Delay Budget;

4
Packet Error Rate;

5
Averaging Window.
The 5G QoS characteristics should be understood as guidelines for setting node specific parameters for each QoS Flow e.g. for 3GPP radio access link layer protocol configurations. In case of delay critical GBR resource type, the 5GC provides a Short Averaging Window for RAN in the QoS Profile to for monitoring and enforcement of MFBR.
Standardized or pre-configured 5G QoS characteristics, are indicated through the 5QI value, and are not signalled on any interface.

Signalled QoS characteristics are included as part of the QoS profile.

5.7.3.2
Resource Type

The Resource Type determines if dedicated network resources related QoS Flow-level Guaranteed Flow Bit Rate (GFBR) value are permanently allocated (e.g. by an admission control function in a radio base station). GBR QoS Flow are therefore typically authorized "on demand" which requires dynamic policy and charging control. A Non-GBR QoS Flow may be pre-authorized through static policy and charging control. There are two kinds of GBR resource types, GBR and Delay critical GBR. Both resource types are treated the same, except that the definitions of GFBR, MFBR, PDB and PER are different. The AN may release the QoS Flow and indicate the QoS Flow release to the SMF (e.g. when radio conditions do not allow the AN to maintain all the GBR QoS Flows).
5.7.3.3
Priority LevelThe Priority level indicate a priority in scheduling resources among QoS Flows. The Priority levels shall be used to differentiate between QoS Flows of the same UE, and it shall also be used to differentiate between QoS Flows from different UEs. Once all QoS requirements are fulfilled for the GBR QoS Flows, spare resources can be used for any remaining traffic in an implementation specific manner. The lowest Priority level value corresponds to the highest Priority.

The priority level may be signalled with standardized 5QIs, and if it is received, it overwrites the default value specified in QoS characteristics Table 5.7.4.1.

5.7.3.4
Packet Delay Budget

The Packet Delay Budget (PDB) defines an upper bound for the time that a packet may be delayed between the UE and the UPF that terminates the N6 interface. For a certain 5QI the value of the PDB is the same in UL and DL. In the case of 3GPP access, the PDB is used to support the configuration of scheduling and link layer functions (e.g. the setting of scheduling priority weights and HARQ target operating points). For a delay critical GBR flows, a packet delayed more than PDB is counted as lost. For all other flows, the PDB shall be interpreted as a maximum delay with a confidence level of 98 percent.

For non-GBR flows, and GBR flows with bitrates above GFBR, it is not required that delays are included in the PDB measurement.

NOTE:
The PDB denotes an end-to-end "soft upper bound". In case of delay critical GBR resource type, the PDB of RAN is included in the QoS Profile.
NOTE: 
The Maximum Burst Size can be calculated as MFBR*PDB, where the PDB is PDB of RAN.
5.7.3.5
Packet Error Rate

The Packet Error Rate (PER) defines an upper bound for the rate of PDUs (e.g. IP packets) that have been processed by the sender of a link layer protocol (e.g. RLC in RAN of a 3GPP access) but that are not successfully delivered by the corresponding receiver to the upper layer (e.g. PDCP in RAN of a 3GPP access). Thus, the PER defines an upper bound for a rate of non-congestion related packet losses. The purpose of the PER is to allow for appropriate link layer protocol configurations (e.g. RLC and HARQ in RAN of a 3GPP access). For some 5QI the value of the PER is the same in UL and DL. For QoS Flows with delay critical GBR resource type, a packet which is delayed more than PDB is counted as lost, and included in the PER.

Editor's note:
Whether for non-standardized 5QI value range "allowed boundaries" for the 5G QoS characteristics needs to be specified e.g. minimum allowed PDB< X ms, PLR < 10^-X, etc. is FFS.

5.7.3.6
Averaging Window

The Averaging Window is defined only for GBR QoS Flows. For GBR resource type, the Averaging Window represents the duration over which the GFBR and MFBR shall be calculated (e.g. (R)AN, UPF, UE). For delay critical GBR resource type, the Averaging Window and PDB of RAN are used to calculate GFBR and MFBR, respectively.. The Averaging Window and PDB of RAN may be signalled with 5QIs to the (R)AN and UPF, and if it is not received a standardized value applies (for standardized 5QIs the value in the QoS characteristics Table 5.7.4-1 applies).
* * * * End of 3rd Change * * * * 
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