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Abstract of the contribution: In this contribution, the issue of paging storm when ARP is sent over an Ethernet PDU session is discussed and a solution is proposed in TS 23.501. 
1. Background
For the Ethernet PDU session, it has been specified under clause 5.6.10.2 of TS 23.501, as
Neither a MAC nor an IP address is allocated by the 5GC to the UE for this PDU session.
However applications using Ethernet PDU sessions on the UE, will acquire IP address on top of it through mechanisms outside the scope of 3GPP. All the UEs (and clients behind UEs in case of bridge-mode UEs) as well as the clients in the DN that are part of the same LAN may be allocated with an IP address by such means. Once the IP address(es) are allocated, the Ethernet clients that want to communicate with each other will do ARP broadcast to discover the IP address to MAC address mapping. Similarly for IPv6, the IPv6 Neighbour Solicitation mechanism will be musticast on the link layer multicast address. Even if IP is not used, but any other layer 3 addressing is used, usage of ARP to discover the layer address to MAC address mapping is common. This paper discusses the issue of paging storm when such ARP broadcast or IPv6 Neigbour Solicitation multicast is issued and provides a solution for the same.
2. Discussion
The purpose of Ethernet PDU type is to allow UEs or clients behind a UE to exchange Ethernet frames over the 3GPP network with a destination Ethernet device. The destination Ethernet device could be another UE or a client behind another UE or a device in the Ethernet DN. As long as layer 3 addresses (e.g IP) are allocated for these Ethernet clients and they communicate among each other using these Layer 3 address, usage of ARP or IPv6 Neighbour Discovery can’t be avoided.

Consider the following scenario as shown in figure 1 below
1. An Ethernet network is deployed where UEs, clients behind the UEs (when UE acts in bridge mode) and clients in the DN join the network. 
2. UEs establish Ethernet PDU sessions to join the network.

3. UEs and/or clients behind the UEs and/or clients in the DN obtain Layer 3 (e.g IPv4 or IPv6) addresses through mechanisms not specified by 3GPP.

4. Clients issue ARP to discover layer 3 address (e.g IP address) to MAC mapping.

5. Each switch in the network broadcast that ARP to the clients connected to that switch. For e.g if UE acts as a bridge – it locally broadcasts the ARP among all the clients connected to it as well as forwarding the ARP towards the RAN and to CN so that UPF further broadcasts to other clients that are part of the Ethernet network.

6. When the ARP message reaches the UPF, the UPF will tunnel that ARP message towards every UE that is part of the DN as well as send it to the Ethernet switch(es) in the DN.

7. If there are many UEs / clients that have joined Ethernet DN, and among those UEs many of the UEs are currently in CM-IDLE state or CM-CONNECTED but RRC-Inactive state, then this will result in massive CN initiated paging or RAN initiated paging.

8. Similar issue exists even for IPv6 when IPv6 Neighbour Solicitation is multicast.
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Figure 1: ARP broadcast in Ethernet LAN

Legend: 

Green Line – ARP request from a client to the switch (Anchor UPF)

Blue Line – Broadcast towards every client in the LAN

Observation#1
Even though MAC address assignment, IP address assignment and ARP for Ethernet PDU are outside the scope of 3GPP – the fallout of an ARP broadcast has a severe impact on the 3GPP network – i.e massive paging at the RAN.

Observation#2
Since the fallout of an ARP broadcast has a severe impact on the 3GPP network – a standard solution needs to be specified in order for operators to save the 3GPP network from severe paging storms.

2.1 Potential Solutions
In order to avoid ARP being broadcasted by the UPF to every UE, an ARP proxying functionality has to be implemented in the network where in the ARP is responded to by the network instead of being broadcast to every client. This is a standard technique as specified in IETF RFC 1027 [1] and IETF RFC 4861 [2] section 7.2.8. The following questions need to be addressed.
Question 1: Which entity / NF in the 3GPP network should support the ARP proxying?

Question 2: Should the MAC address returned in the ARP response be that of the MAC address of the proxying entity itself or the MAC address of the actual client?

Question 3: If the MAC address is that of the actual client how the proxying entity learns the IP address to MAC address mapping? 

2.1.1 Solutions for Question 1:

Either the UPFs that are part of the LAN or the SMF that is responsible for the DNN corresponding to the Ethernet DN can perform the ARP proxying.

Option 1: UPFs part of the Ethernet DN perform ARP proxying

NOTE 1: It is possible that in a Ethernet DN different UEs may have different anchor UPFs and hence there could be more than one UPF participating in the Ethernet DN.

The advantage of this option is that the ARP proxying role gets distributed across multiple UPFs that are part of the LAN. Since this solution is happening inline on the user plane, it is far more efficient.
Option 2: SMF that is responsible for the DNN+S-NSSAI corresponding to the LAN performs the ARP proxying.
1. This option requires the UPF to tunnel every ARP request that it gets to the SMF.

2. SMF then responds to the ARP

3. If the Ethernet DN is large with multiple UPFs – the SMF may get overloaded with handling too many ARP requests.

	Proposal#1: Based on operator deployment and configuration, the SMF may control the UPF via N4 signalling to do ARP / IPv6 Neighbour discovery proxying or to send all ARP traffic to the SMF. In such a case, either the UPF(s) or the SMF should respond to the ARP instead of broadcasting.


NOTE 2: Refer the discussion on question 2 in 2.1.2 on what is sent in the ARP reply by the UPF or the SMF.
NOTE 3: Refer [3] for a discussion on the efficiency of doing proxy ARP in user plane (switch) vs control plane (e.g SDN controller)

2.1.2 Solutions for Question 2:

The standard ARP proxying technique as specified in IETF RFC 1027 [1] states that a gateway that receives the ARP, responds to the ARP with its “own” MAC address. This is used for the cases where a gateway connects multiple sub-nets within a network. However for the 3GPP Ethernet PDU sessions, the IP network over the Ethernet network, could be deployed without subnets (it’s a deployment configuration) and all clients could be part of the same IP subnet. In such a case responding to ARP with the “MAC” address of the UPF or the SMF implies the following

1. Every subsequent Ethernet frame sent on the network is intercepted by the UPF or the SMF and depending on the upper layer IP address, change the destination MAC address to the MAC address of the client.

2. This requires UPF or the SMF to implement packet inspection upto IP level for every packet that is sent across the network.

3. This adds to lot of in-efficiency.

An alternate way to avoid this is for the ARP proxy functionality to respond to the ARP with the actual MAC address of the “client” that is allocated the “IP address” for which MAC is to be discovered in the ARP. This implies that the ARP proxy functionality has access to the “ARP cache” – which has a mapping of the IP address to MAC address.
	Proposal#2: The entity that proxies the ARP or IPv6 Neighbour Solicitation (UPF or SMF) responds to ARP / IPv6 NS with the MAC address of the actual client that is assigned the IP address for which the MAC address mapping is sought in the ARP request.


	Proposal#3: ARP cache or the IPv6 neighbour cache has to be maintained by the ARP proxying entity.


2.1.3 How the proxying entity learns the ARP / IPv6 Neighbour cache?

2.1.3.1 Alternative 1
In order to learn the L3 (e.g IP) address to MAC address mapping (ARP cache), an NF in the 3GPP network should do the Layer 3 address assignment if a Layer 3 (e.g IP) network is deployed over the Ethernet PDU.
Though the IP address assignment mechanism for Ethernet PDU is left unspecified, clause 5.8.1 on “IP Address Management” for the IP PDU sessions specifies,

An SMF shall perform IP address management procedure based on the selected PDU session type. If IPv4 PDU session type is selected, an IPv4 address is allocated to the UE. Similarly, if IPv6 PDU session type is selected, an IPv6 prefix is allocated. 
It is proposed to update clause 5.8.1 stating that for Ethernet PDUs, based on operator configuration, if the SMF controls the UPF to do ARP proxying for the Ethernet PDU sessions, then IP address management function shall be with the SMF.
	Proposal#4: Based on operator deployment and configuration, if it is desired that SMF controls the UPF to do ARP proxying or to send all ARP traffic to the SMF (i.e layer 3 services are deployed over the Ethernet PDU), then the layer 3 (e.g IP) address management function shall be with the SMF.


When the SMF does the IP address assignment, the SMF would have received the source MAC address of the client that is requesting an IP address to be allocated. For example
1. If DHCP is used – then DHCP request header carries the source MAC address in the “Client Hardware Address” field.

2. If IPv6 SLAAC is used – then IPv6 RS message carries the source link layer address in the request header.
So SMF can create a mapping of <MAC address, IP address allocated>. If the SMF is acting as the ARP / IPv6 NS proxy then the SMF responds to ARP or IPv6 NS by looking up this cache. If the UPF is acting as the ARP / IPv6 NS proxy then the SMF updates the UPF(s) that are part of the Ethernet DN with this mapping table by issuing a N4 Configuration Update Request across the N4 interface as shown below.
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Figure 2: Updating ARP cache at UPF

	Proposal#5: SMF shall build the <IP address assigned, MAC address> mapping


	Proposal#6: If UPF is used as the ARP / IPv6 NS proxy, then the SMF shall update the cache at UPF(s) part of the LAN by providing the MAC address to IP address map.


2.1.3.2 Alternative 2

If mandating SMF to do IP address management function is considered too restrictive, another alternative for the UPF to get the <IP address, MAC address> mapping is the following:

1. UPF implements IP address assignment snooping (e.g DHCP snooping or IPv6 SLAAC snooping).

2. Based on the snooped IP address to MAC address mapping, the UPF builds the mapping table.

3. Whenever an ARP request is received on the LAN by the UPF the UPF uses this mapping to respond instead of broadcasting.

	Proposal#7: Based on operator deployment and configuration, if it is desired that SMF should control the UPF to do ARP proxying, then UPF shall build the <IP address assigned, MAC address> mapping by doing DHCP / IPv6 SLAAC snooping.


However this alternative solution does not work in the following cases – though it minimizes the impact on SMF / deployment options.

1. If the DHCP server is in the DN and a client in the DN uses DHCP to discover the IP address, then such DHCP traffic will not necessarily go via UPF. In such a case UPF will not have the mapping of the <MAC address of client in DN, IP address assigned to it>.
2. Later if a UE or a client behind a UE issues an ARP request to discover the MAC address of a client in the DN, the UPF will not be able to proxy it. Hence UPF may end up actually broadcasting the ARP.

2.2 Discussion Summary

Observation#1

Even though MAC address assignment, IP address assignment and ARP for Ethernet PDU are outside the scope of 3GPP – the fallout of an ARP broadcast has a severe impact on the 3GPP network – i.e massive paging at the RAN.
Observation#2
Since the fallout of an ARP broadcast has a severe impact on the 3GPP network – a standard solution needs to be specified in order for operators to save the 3GPP network from severe paging storms.

Proposal#1: Based on operator deployment and configuration, the SMF may control the UPF via N4 signalling to do ARP / IPv6 Neighbour discovery proxying or to send all ARP traffic to the SMF. In such a case, either the UPF(s) or the SMF should respond to the ARP instead of broadcasting. 
Proposal#2: The entity that proxies the ARP or IPv6 Neighbour Solicitation (UPF or SMF) responds to ARP / IPv6 NS with the MAC address of the actual client that is assigned the IP address for which the MAC address mapping is sought in the ARP request.
Proposal#3: ARP cache or the IPv6 neighbour cache has to be maintained by the ARP proxying entity.

Alternative 1:
Proposal#4: Based on operator deployment and configuration, if it is desired that SMF should control the UPF to do ARP proxying or to send all ARP traffic to the SMF (i.e layer 3 services are deployed over the Ethernet PDU), then the layer 3 (e.g IP) address management function shall be with the SMF.
Proposal#5: SMF shall build the <IP address assigned, MAC address> mapping.
Proposal#6: If UPF is used as the ARP / IPv6 NS proxy, then the SMF shall update the cache at UPF(s) part of the LAN by providing the MAC address to IP address map.
Alternative 2:
Proposal#7: Based on operator deployment and configuration, if it is desired that SMF should control the UPF to do ARP proxying, then UPF shall build the <IP address assigned, MAC address> mapping by doing DHCP / IPv6 SLAAC snooping.
3. Conclusion and Proposal

It is proposed to specify the proposals #1 to #3 as a principle level agreement in TS 23.501. Proposals #4 to #6 vs proposal #7 are specified as 2 alternatives for discussion so that one of them can be considered as a way forward. Based on the agreement, if required, later in SA2#124 provide corresponding procedure updates to TS 23.502.
* * * First Change * * *
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* * * Next Change * * *
5.6.10.2
Support of Ethernet PDU session type

For a PDU session set up with the Ethernet PDU session type, the SMF and the UPF acting as PDU session anchor can support specific behaviours related with the fact the PDU session carries Ethernet frames. Based on operator configuration, the SMF may request the UPF acting as the PDU session anchor to either proxy ARP/IPv6 Neighbour Solicitation or to redirect the ARP traffic from the UPF to the SMF.
Neither a MAC nor an IP address is allocated by the 5GC to the UE for this PDU session. The UE may request the network to allocate IP address(es) separately after the PDU session is established (see clause 5.8.1.1). The UPF shall store the MAC addresses, received from the UE, and associate those with the appropriate PDU session.

NOTE 1:
The UE may operate in bridge mode with regard to a LAN it is connecting to the 5GS, thus different MAC addresses may be used as source address of different frames sent UL over a single PDU session (and destination MAC address of different frames sent DL over the same PDU session)

NOTE 2:
Entities on the LAN connected to the 5GS by the UE may be allocated an IP address by the DN but this is not defined

NOTE 3:
In this release, only the UE connected to the 5GS is authenticated, not the devices behind such UE

Different Frames exchanged on a PDU session of Ethernet type may be served with different QoS over the 5GS. Thus, the SMF may provide to the UPF traffic filters based on the Ethernet frame structure. This is further defined in clauses 5.7 and 5.8.2.

* * * Next Change * * *
5.8.1
IP address management

5.8.1.1
General

The UE IP address management includes allocation and release of the UE IP address as well as renewal of the allocated IP address, where applicable.

The UE sets the requested PDU session type during the PDU Session Establishment procedure based on its IP stack capabilities and configuration as follows:

-
A UE which is configured for the DNN to support IPv6 and IPv4 shall set the requested PDU session type to "IP".

-
A UE which is configured for the DNN to support only IPv4 shall request for PDU session type "IPv4".

-
A UE which is configured for the DNN to support only IPv6 shall request for PDU session type "IPv6".

-
When the UE is not configured for the DNN to support a specific IP version, the UE shall request a PDU session type based on its IP stack capabilities. For example, a UE with an IP stack capable of IPv4 and IPv6 shall request a PDU session type "IP".

-
When the UE is not configured for the DNN to support a specific IP version and the IP version capability of the UE is unknown in the UE (as in the case when the MT and TE are separated and the capability of the TE is not known in the MT), the UE shall request for PDU session type "IP".

The SMF selects PDU session type of the PDU Session as follows:

-
If the SMF receives a request with PDU session type set to "IP", the SMF selects either PDU session type "IPv4" or "IPv6" based on DNN configuration and operator policies. A SMF also provides a cause value to the UE to indicate whether the other IP version is supported on the DNN. If the other IP version is supported, UE may request another PDU Session to the same DNN for the other IP version.

-
If the SMF receives a request for PDU session type "IPv4" or "IPv6" and the requested IP version is supported by the DNN the SMF selects the requested PDU session type.

An SMF shall perform IP address management procedure based on the selected PDU session type. If IPv4 PDU session type is selected, an IPv4 address is allocated to the UE. Similarly, if IPv6 PDU session type is selected, an IPv6 prefix is allocated. For Roaming case, the SMF in this clause refers to the SMF controlling the UPF acting as IP anchor point. i.e. H-SMF in home routed case and V-SMF in local breakout case. The SMF in this clause refers to the SMF controlling the PDU session anchor, i.e. the SMF in HPLMN for a home routed roaming scenario and the SMF in VPLMN for the local breakout roaming scenario. The SMF shall process the UE IP address management related messages, maintain the corresponding state information and provide the response messages to the UE. In case the UE IP address is obtained from the external data network, additionally, the SMF shall also send the allocation, renewal and release related request messages to the external data network and maintain the corresponding state information.

The 5GC elements and UE support the following mechanisms:

a.
During PDU session establishment procedure, the SMF sends the IP address to the UE via SM NAS signalling. The IPv4 address allocation and/or IPv4 parameter configuration via DHCPv4 can also be used once PDU session is established.

b.
/64 IPv6 prefix allocation shall be supported via IPv6 Stateless Autoconfiguration according to RFC 4862 [10], if IPv6 is supported. IPv6 parameter configuration via Stateless DHCPv6 (according to RFC 3736 [14]) may also be supported.

In order to support DHCP based IP address configuration, the SMF shall act as the DHCP server towards the UE for both HPLMN assigned dynamic and static IP addressing and for VPLMN assigned dynamic IP addressing. The PDU session anchor UPF does not have any DHCP functionality. The SMF instructs the PDU Session Anchor UPF serving the PDU Session to forward DHCP packets between the UE and the SMF over the user plane.
When DHCP is used for external data network assigned addressing and parameter configuration, the SMF shall act as the DHCP client towards the external DHCP server. The UPF does not have any DHCP functionality. In case of DHCP server on the external data network, the SMF instructs a UPF with N6 connectivity to forward DHCP packets between the UE and the SMF and the external DHCP server over the user plane.
The IP address/prefix is released by the SMF upon release of the PDU session.
The 5GC may also support the allocation of a static IPv4 address and/or a static IPv6 prefix based on subscription information in the UDM or based on the configuration on a per-subscriber, per-DNN basis.

If the static IP address/prefix is stored in the UDM, during PDU session establishment procedure, the SMF retrieves this static IP address/prefix from the UDM. If the static IP address/prefix is not stored in the UDM subscription record, it may be configured on a per-subscriber, per-DNN basis in the DHCP/DN-AAA server and the SMF retrieves the IP address/prefix for the UE from the DHCP/DN-AAA server. This IP address/prefix is delivered to the UE in the same way as a dynamic IP address/prefix. It is transparent to the UE whether the PLMN or the external data network allocates the IP address and whether the IP address is static or dynamic.

For IPv4 or IPv6 PDU session type the following applies:

-
During PDU establishment, the SMF may receive an IP Index from the PCF, the SMF may use this to assist in selecting how the IP address is to be allocated when multiple allocation methods, or multiple instances of the same method are supported. In the case of roaming, it is the SMF controlling the UPF acting as IP anchor that is responsible for IP allocation, therefore it is this SMF that may receive the IP index from the PCF (in its own network).
* * * Next Change * * *
5.8.2
User Plane Function(s)
User Plane Function(s) (UPF(s)) handle the user plane path of PDU sessions. An UPF that provides the interface to a Data Network supports the functionality of a PDU session anchor.

The number of UPFs for a PDU Session is not restricted by the3GPP specifications but specifications support deployments with a single UPF or multiple UPFs for a given PDU session.

For IPv4 or IPv6 type PDU sessions, the PDU session anchor may be IP anchor point of the IP address/prefix allocated to the UE. For an IPv4 type PDU session or an IPv6 not multi-homed PDU session, when multiple PDU session anchors are used (due to UL CL being inserted), only one PDU session anchor is the IP anchor point for the PDU session. For an IPv6 multi-homed PDU session there are multiple IP (IPv6) anchor points as described in clause 5.6.4.3.
If the SMF had requested the UPF to proxy ARP or IPv6 Neighbour Solicitation for an Ethernet DNN, the UPF should respond to the ARP or IPv6 Neighbour Solicitation Request, itself.

Deployments with one single UPF used to serve a PDU session do not apply to the Home Routed case and may not apply to the cases described in clause 5.6.4.

Deployments where a UPF can only be controlled by a single SMF, and deployments where a UPF can be controlled by multiple SMFs (for different PDU sessions) are both supported.
UPF traffic detection capabilities may be used by the SMF in order to control at least following features of the UPF:

-
Traffic reporting (e.g. allowing SMF support for charging).
-
QoS enforcement (The corresponding requirements are defined in clause 5.7).
-
traffic routing (e.g.as defined in clause 5.6.4. for UL CL or IPv6 multi-homing).
Traffic detection and routing information sent by the SMF to the UPF for a PDU session may be associated with Network instance for detection and routing of traffic over N6.
NOTE1:
Network instances can be used for example in following case:

-
The UPF is connected to different DN (DNAI) with possibly overlapping IP addresses.
For IPv4 or IPv6 PDU session type, the UPF traffic detection capabilities may detect traffic using traffic pattern based on at least any combination of:

-
PDU session.

-
5QI.

-
IP Packet Filter Set as defined in clause 5.7.6.2.
-
Application Identifier: The Application ID is an index to a set of application detection rules configured in UPF.

For Ethernet PDU session type, the SMF may control UPF traffic detection capabilities based on at least any combination of:

-
PDU session,

-
5QI,

-
Ethernet Packet Filter Set as defined in clause 5.7.6.3.

In this release of the specification for Unstructured PDU session Type, the UPF does not perform any traffic detection for QoS enforcement.
UPF selection is described in clause 6.2.

* * * Next Change * * *
6.2.2
SMF

The Session Management function (SMF) includes the following functionality. Some or all of the SMF functionalities may be supported in a single instance of a SMF:

-
Session Management e.g. Session establishment, modify and release, including tunnel maintain between UPF and AN node.

-
UE IP address allocation & management (incl optional Authorization).
- 
ARP proxying as specified in IETF RFC 1027 [x] and / or IPv6 Neighbour Solicitation Proxying as specified in IETF RFC 4861 [y] functionality for the Ethernet PDUs. The SMF responds to the ARP and / or the IPv6 Neighbour Solicitation Request by providing the MAC address corresponding to the IP address sent in the request, from the MAC address to IP address mapping it maintains.
-
Selection and control of UP function, including controlling the UPF to proxy ARP or IPv6 Neighbour Discovery, or to forward all ARP/IPv6 Neighbour Solicitation traffic to the SMF, for Ethernet PDU sessions.

-
Configures traffic steering at UPF to route traffic to proper destination.

-
Termination of interfaces towards Policy control functions.

-
Control part of policy enforcement and QoS.

-
Lawful intercept (for SM events and interface to LI System).
-
Charging data collection and support of charging interfaces. 
-
Control and coordination of charging data collection at UPF.
-
Termination of SM parts of NAS messages.

-
Downlink Data Notification.

-
Initiator of AN specific SM information, sent via AMF over N2 to AN.

-
Determine SSC mode of a session.
-
Roaming functionality:

-
Handle local enforcement to apply QoS SLAs (VPLMN).

-
Charging data collection and charging interface (VPLMN).

-
Lawful intercept (in VPLMN for SM events and interface to LI System).

-
Support for interaction with external DN for transport of signalling for PDU session authorization/authentication by external DN.

NOTE:
Not all of the functionalities are required to be supported in a instance of a network slice.

* * * Next Change * * *
6.2.3
UPF

The User plane function (UPF) includes the following functionality. Some or all of the UPF functionalities may be supported in a single instance of a UPF:

-
Anchor point for Intra-/Inter-RAT mobility (when applicable).

-
External PDU session point of interconnect to Data Network.

-
Packet routing & forwarding.

-
Packet inspection and User plane part of Policy rule enforcement.

-
Lawful intercept (UP collection).

-
Traffic usage reporting.

-
Uplink classifier to support routing traffic flows to a data network.

-
Branching point to support multi-homed PDU session.

-
QoS handling for user plane, e.g. packet filtering, gating, UL/DL rate enforcement

-
Uplink Traffic verification (SDF to QoS flow mapping).

-
Transport level packet marking in the uplink and downlink.

-
Downlink packet buffering and downlink data notification triggering.
-
ARP proxying as specified in IETF RFC 1027 [x] and / or IPv6 Neighbour Solicitation Proxying as specified in IETF RFC 4861 [y] functionality for the Ethernet PDUs. The UPF responds to the ARP and / or the IPv6 Neighbour Solicitation Request by providing the MAC address corresponding to the IP address sent in the request, from the MAC address to IP address mapping it maintains.
NOTE:
Not all of the UPF functionalities are required to be supported in an instance of user plane function of a network slice.
* * * End of Changes * * *
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