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1
Introduction
SA2 #122 (Cabo) sent an LS to RAN 1, RAN 2 and RAN 3 in S2-175276 (= R1-1712054, R2-1707655, R3-1707655) asking them for information to help SA2 define new QCIs, if necessary, for the Rel 15 low latency RAN capabilities.
Input documents in the August RAN 1 (R1-1714483) and RAN 2 (R2-1708319 and R2-1708597) gave some insight on  the replies that we have now received from RAN 1 (in R1-1715089) and RAN 2 (in R2-1709976 = S2-176871). Vodafone provided S2-175997 to SA2 #122bis in August 2017.
This document is based on S2-175997 and attempts to make progress on the QCI topic for Rel 15 Low Latency RAN.

The significant updates to S2-175997 are in section 5 and onwards.

2
Background
The current QCI table from TS 23.203 is attached below in Annex A, and the current 5QI table from draft TS 23.501 v1.4.0 is attached below in Annex B: currently it appears to be a close copy of the QCI table from TS 23.203. 
The above mentioned RAN 1 and RAN 2 LSs indicate that their E-UTRAN Low Latency WIDs (and, implicitly their NR WID) use the 5G requirements as targets. They reference TR 38.913, but SA1’s normative specification TS 22.261 is also relevant.
In TS 22.261, 5G service requirements developed by SA1 for low latency cover mainly requirements for vertical markets, but also some additional requirements considering AR/VR types of applications. See Annex C for an extract of those requirements from TS 22.261. 

Some aspects of TS 22.261’s parameters are important to recognise when developing our new QCIs:
TS22.261 definition section says:

· communication service availability: percentage value of the amount of time the end-to-end communication service is delivered according to an agreed QoS, divided by the amount of time the system is expected to deliver the end-to-end service according to the specification in a specific area.

· NOTE 1: The end point in "end-to-end" is assumed to be the communication service interface.

· NOTE 2: The communication service is considered unavailable if it does not meet the pertinent QoS requirements. If availability is one of these requirements, the following rule applies: the system is considered unavailable in case an expected message is not received within a specified time, which, at minimum, is the sum of end-to-end latency, jitter, and survival time.

· end-to-end latency: the time that takes to transfer a given piece of information from a source to a destination, measured at the communication interface, from the moment it is transmitted by the source to the moment it is successfully received at the destination.

· survival time: the time that an application consuming a communication service may continue without an anticipated message.
3
Non-radio components of Packet Delay Budget

In the current TS 23.203 “Packet delay budget” generally assumes an average of 20ms for non-radio interface latency. It is assumed that with consideration of Mobile Edge Computing and in general Core Network User Plane Function placement more optimised for latency reduction, that this value will be greatly reduced for services that require low latency.

4 
What is needed in terms of new QCIs to cover SA1’s new Low Latency requirements?

Note: in line with RAN/SA agreements, in this document we ignore the Ultra Reliable aspects.

Section 7.2.2 of TS 22.261 defines a number of scenarios for low latency, mainly focussing on new vertical markets. These cover “ultra-reliable” low latency, as well as “non-ultra-reliable” low latency, where we consider ultra-reliability here as any scenario requiring 99.999% or 99.9999% reliability.

In order to simplify the initial discussion, and because we understand that SA1 is still reviewing some of the requirements relating to ultra-reliable low latency, we focus here on the pure low latency use cases. Those cases are copied into Table 1 below.

Table 1: Non Ultra-reliable use cases for low latency from TR22.261 section 7.2.2
	Scenario
	End-to-end latency
(note 3)
	Jitter
	Survival time
	Communication service availability
(note 4)
	Reliability
(note 4)
	User experienced data rate
	Payload
size

(note 5)

	Discrete automation
	10 ms
	100 µs
	0 ms
	99,99%
	99,99%
	10 Mbps
	Small to big

	Process automation ‒ monitoring
	50 ms
	20 ms
	100 ms
	99,9%
	99,9%
	1 Mbps
	Small

	Electricity distribution – medium voltage
	25 ms
	25 ms
	25 ms
	99,9%
	99,9%
	10 Mbps
	Small to big


As a minimum, it seems that (a) new QCI(s) is needed to cover the “Discrete automation” scenario.

For the cases highlighted in yellow, QCI 3 that might be able to cover the reliability and latency requirements if ‘guaranteed latency’ is required (and depending on the relevance of survival time to PDB). However, it is not clear that the (scheduling) Priority Level of QCI 3 is appropriate, or, whether additional parameters are needed.
AR/VR and interactive applications
TS 22.261 specifies some requirements for VR within section 7.2.3 (also copied into Annex B below). However with AR and to some extent VR, the specific requirements in terms of latency required, packet size, and traffic pattern may be very application-specific. In addition, whether a GBR QCI is needed may depend on the specific use case, and the consequences to the end user experience if data is not delivered within a certain time window.

In terms of QCI definition, we probably need to offer some flexibility to cover a range of latencies. Also we need to consider what may be offered today for existing services with existing QCIs. For example, QCI7 today is for voice video and interactive gaming. If in practice such a service can already be provided with e.g. 50ms latency, then it may not be so useful to define a new QCI to cover 50ms latency. However if the traffic pattern is very different to interactive gaming, then it may be useful to consider signalling such information like “average packet burst size” and “activity factor”.

 5
Suggested new capabilities from R2-170996

While the RAN 1 LS is interesting to SA2, it seems that the RAN 2 LS is the one that is most impacting SA2 work. They request that the system can provide the RAN with additional information:

“RAN WG2 believes that the RAN would need to know about the following - in addition to required latency, reliability, and priority– in order to make accurate admission control decisions:

· Packet size (Application/IP level SDU size) to be delivered. This is equivalent to a bit rate within a certain short time driven by the latency requirement.

· For Non-GBR - Packet arrival rate: This will enable the RAN to understand roughly how much system capacity would be needed to handle the user and still serve other users in the system. Requiring a packet to be transferred with low latency very frequently would take more toll on system capacity than an infrequent packet transfer.

· For GBR - Activity Factor: the percentage of traffic activity among the underline QoS flow/EPS bearer which can be used together with GBR for system capacity management 

· In addition, for non-GBR bearers it would be helpful if SA2 could include an indication if this particular bearer is going to use lower latency feature and at which maximum bit rate the service is supposed to provide
· Whether a certain combination of latency+packet size+reliability is required to be guaranteed or not for the bearer.

“

6
Per TTI data rate vs average data rate

The release 8 specifications do not seem to specify the time over which AMBR, GBR and MBR are averaged,

For example, consider QCI 1 voice where there is, say, a 16 kbit/s voice codec that delivers one 320 bit (= 40 byte) voice packet every 20 ms. On the (release 8) radio interface, this would be transmitted within a single 1ms sub-frame (the Transmit Time Interval = 1 ms in Rel 8). During that 1 ms, the data rate is 320 kbit/s but the GBR would have been requested as 16 kbit/s.
While historically this difference has not been a problem, this may change. 

Current VR picture capture seems to be targeting 90 frames per second, i.e. one frame every 11ms. To minimise the overall system delay, the radio system should try and treat this as bursty traffic and deliver each ‘frame’ as quickly as possible. With each VR frame perhaps containing 10000 bytes of information, and putting all this data within a 0.5 second (7 symbol) TTI, the data rate within that TTI is 10000*8/(0.5*0.001) = 160 Mbps but the average data rate over a longer term is only about 7 Mbps.
Non-VR moving picture content is frequently captured at lower numbers of frames per second (e.g. 24 fps, or 50 fps) and hence would also have short term bursty aspects if delivered with ultra low latency.

For industrial applications, the machines may also be requiring bursty traffic: perhaps one command every 10 ms or every 100 ms. 
All these traffic types can be described by multiple parameters e.g.  a combination of some of the following: “average” data rate; “instantaneous” data rate; burst rate; inter-burst duration; data-volume-per-burst. But, as we have agreed to reuse the QCI framework, we should endeavour to build on the existing framework. 

Note: ‘data volume per burst’, rather than packet size, is listed above as applications such as VR may well need to generate multiple IP/Ethernet packets per picture frame.

Observation 1: Current TS 23.203 QoS parameters provide data rate. The fact that existing ‘bursty’ applications such as voice and video operate well, indicates that the RAN is already adopting an “averaging over at least 20ms approach” for the data rate.
Proposal 1: keep with “existing model” that GBR, MBR and AMBR are treated within the RAN as ‘average’ data rates with an averaging period greater than 20 ms (and potentially very much greater than 20ms). 
However, as the application’s required latency becomes lower, and, the packet sizes increase greatly above that used by voice codes, the RAN’s admission control is likely to need to know more information that just AMBR/GBR/MBR and latency.
Configuring the UE (and eNB) as to whether to use, say, 2 symbol, 7 symbol, or release 8 TTIs and/or faster HARQ loops is likely to involve ‘relatively slow’ RRC signalling: it will be useful if the RRC/RRM entity in the eNB is given sufficient information to configure this.

Observation 2: for parameters configured in the UE by RRC signalling, providing information to the RRC/RRM entity in advance of it generating the RRC signalling seems useful.

Semi Persistent Scheduling might appear to be designed to handle applications generating regular data (e.g. every 10 or 11 or 20 or every 240 ms (e.g. the silence descriptor frames during a period of voice inactivity)) and the SPS interval is sent in RRC signalling. But SPS does not seem to allow for any slippage, e.g. 90 fps is one frame per 11.1 ms and that frame will gradually get out of step with a “once per 11 ms” SPS allocation and lead to an extra 10 ms of e2e delay. In addition, at least on the downlink, jitter in the transmission between the remote application and the transmission opportunity configured by the RRC signalling seems to make SPS inappropriate for ultra low latency.
Note: some description of SPS is in clauses 11.1.1, 11.1.2 and 8.1 of TS 36.300.
Observation 3: at least on the downlink, existing LTE SPS may be unsuitable for ultra low latency applications as, with jitter in the transmission network, it is difficult to synchronise the remote application with the pre-allocated radio transmission opportunity.

Getting the HSS or PCRF to signal the burstiness of the application to the RAN via the MME still leaves the problem of how this burstiness can be determined. 
When not using SPS, the eNB’s scheduler can gradually learn the burstiness/inter-arrival time of the traffic. While, this learning process might not seem to be useful for admission control, it does allow the eNB to understand its current ‘low latency’ load and hence for it to understand how much free capacity it has for new low latency traffic. The ‘burstiness’ of the traffic can also be transferred at X2/S1 handover (and stored in the MME in idle mode) and used in the target eNB’s admission control algorithm.
Proposal 2: to assist with admission control, the inter-arrival time for packets can be learnt by the eNB on a per EPS bearer/QCI basis; and transferred at X2/S1 handover and stored in the MME in idle mode.

If the data rate (e.g. GBR) is known as well as the burstiness of the traffic, then it may be possible to estimate the data volume per burst. However as non-GBR bearers only provide the AMBR as the aggregate data rate for the UE, some extra assistance is needed by the RAN for this situation. While a relatively large set of different packet sizes can be imagined for non-GBR bearers, it would be useful to see if only a small number are needed. Given the current SA1 “non-ultra-reliable” requirements in TS 22.261, and the likely bandwidths (e.g. >20 MHz) that are likely to be available in factory deployments, it is suggested that, with regard to maximum packet size, we only define new non-GBR QCIs with a maximum packet size of 255 bytes in addition to one with the Ethernet MTU.
Proposal 3: with regard to maximum packet size for non-GBR bearers with ultra low latency QCIs set a latency/reliability packet size limit of 255 bytes or the Ethernet MTU of 1500 bytes.
7
Proposed new QCIs
Following:

· the RAN 2 and RAN 1 feedback, 
· the above discussion, 

· a request to permit some alignment with 5QIs,

· a desire to minimise the number of new QCI,

· a desire to minimise stage 3 impact by reducing (possibly to zero) new parameters

the following new QCIs are proposed:
	QCI value
	Resource Type
	Priority Level
	One way PDB between SGi and UE application (unless stated otherwise: for 98% of packets) 
	Packet Error Loss

Rate
	Comments
	Example services

	X
	GBR
	2
	10 ms 
for 99.99% of packets.
Assumes 1ms from SGi to eNB physical layer, and,

 1ms for processing within the UE application layer

	Including delayed packets: 10-4
	Activity factor and data burst size is to be learnt by the RAN,
and stored as “unreadable RAN context” in the MME in idle state

	Discrete Automation (TS 22.261, table 7.2.2-1, row 2.)


	X
	Non-GBR
	2
	10 ms 
for 99.99% of packets.

Assumes 1ms from SGi to eNB physical layer, and,

 1ms for processing within the UE application layer

	Including delayed packets: 10-4
	Maximum packet size for which RAN “guarantees” latency and reliability are achieved is:
255 bytes
	Discrete Automation (TS 22.261, table 7.2.2-1, row 2, “small packets”)


	X
	Non-GBR
	2
	10 ms 
for 99.99% of packets.

Assumes 1ms from SGi to eNB physical layer, and,

 1ms for processing within the UE application layer

	Including delayed packets 10-4
	Maximum packet size for which RAN “guarantees” latency and reliability are achieved is 

1500 bytes
	Discrete Automation (TS 22.261, table 7.2.2-1, row 2, “big packets”)


	
	
	
	
	
	
	

	
	GBR
	2
	100 ms
	10-3
	Activity factor and data burst size is to be learnt by the RAN…

and stored as “unreadable RAN context” in the MME in idle state

	Process automation ‒ monitoring

	
	GBR
	2
	60ms

Owing to 100 km ‘range’ requirement in 22.261, assumes 4 ms from SGi to eNB physical layer

	10-3
	Activity factor and data burst size is to be learnt by the RAN…

and stored as “unreadable RAN context” in the MME in idle state

	Electricity distribution – medium voltage

	X
	Non-GBR
	X
	20 ms

Assumes 3 ms from SGi to eNB physical layer, and,

 2 ms for processing within the UE application layer

	10-3
	
	Augmented Reality, Virtual Reality

	X
	Non-GBR
	X
	10 ms

Assumes 2 ms from SGi to eNB physical layer, and,

 2 ms for processing within the UE application layer

	10-3
	
	Augmented Reality, Virtual Reality

	X
	Non-GBR
	X
	5 ms

Assumes 1 ms from SGi to eNB physical layer, and,

 1 ms for processing within the UE application layer

	10-3
	
	Augmented Reality, Virtual Reality


8
Proposal
It is proposed that the above proposals and the new proposed QCIs are discussed, updated, and agreed, and the corresponding CR to TS 23.203 is then produced and approved in this meeting.
Annex A: Existing QCIs from 3GPP TS23.203

Table 6.1.7: Standardized QCI characteristics

	QCI
	Resource Type
	Priority Level
	Packet Delay Budget

(NOTE 13)
	Packet Error Loss

Rate (NOTE 2)
	Example Services

	1
(NOTE 3)
	
	2
	100 ms
(NOTE 1, NOTE 11)
	10-2
	Conversational Voice

	2
(NOTE 3)
	
GBR
	4
	150 ms
(NOTE 1, NOTE 11)
	10-3
	Conversational Video (Live Streaming)

	3
(NOTE 3), NOTE 14
	
	3
	50 ms
(NOTE 1, NOTE 11)
	10-3
	Real Time Gaming, V2X messages

	4
(NOTE 3)
	
	5
	300 ms
(NOTE 1, NOTE 11)
	10-6
	Non-Conversational Video (Buffered Streaming)

	65
(NOTE 3, NOTE 9, NOTE 12)
	
	0.7
	75 ms
(NOTE 7,
NOTE 8)
	
10-2
	Mission Critical user plane Push To Talk voice (e.g., MCPTT)

	66
(NOTE 3, NOTE 12)
	
	
2
	100 ms
(NOTE 1,
NOTE 10)
	
10-2
	Non-Mission-Critical user plane Push To Talk voice

	75
(NOTE 14)
	
	2.5
	50 ms
(NOTE 1)
	10-2
	V2X messages

	5
(NOTE 3)
	
	1
	100 ms
(NOTE 1, NOTE 10)
	10-6
	IMS Signalling

	6
(NOTE 4)
	
	
6
	
300 ms
(NOTE 1, NOTE 10)
	
10-6
	Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file sharing, progressive video, etc.)

	7
(NOTE 3)
	Non-GBR
	
7
	
100 ms
(NOTE 1, NOTE 10)
	
10-3
	Voice,
Video (Live Streaming)
Interactive Gaming

	8
(NOTE 5)
	
	
8
	
300 ms
(NOTE 1)
	

10-6
	
Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file 

	9
(NOTE 6)
	
	9
	
	
	sharing, progressive video, etc.)

	69
(NOTE 3, NOTE 9, NOTE 12)
	
	0.5
	60 ms
(NOTE 7, NOTE 8)
	10-6
	Mission Critical delay sensitive signalling (e.g., MC-PTT signalling)

	70
(NOTE 4, NOTE 12)
	
	5.5
	200 ms
(NOTE 7, NOTE 10)
	10-6
	Mission Critical Data (e.g. example services are the same as QCI 6/8/9)

	79
(NOTE 14)
	
	6.5
	50 ms
(NOTE 1, NOTE 10)
	10-2
	V2X messages

	NOTE 1:
A delay of 20 ms for the delay between a PCEF and a radio base station should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface. This delay is the average between the case where the PCEF is located "close" to the radio base station (roughly 10 ms) and the case where the PCEF is located "far" from the radio base station, e.g. in case of roaming with home routed traffic (the one-way packet delay between Europe and the US west coast is roughly 50 ms). The average takes into account that roaming is a less typical scenario. It is expected that subtracting this average delay of 20 ms from a given PDB will lead to desired end-to-end performance in most typical cases. Also, note that the PDB defines an upper bound. Actual packet delays - in particular for GBR traffic - should typically be lower than the PDB specified for a QCI as long as the UE has sufficient radio channel quality.

NOTE 2:
The rate of non congestion related packet losses that may occur between a radio base station and a PCEF should be regarded to be negligible. A PELR value specified for a standardized QCI therefore applies completely to the radio interface between a UE and radio base station.

NOTE 3:
This QCI is typically associated with an operator controlled service, i.e., a service where the SDF aggregate's uplink / downlink packet filters are known at the point in time when the SDF aggregate is authorized. In case of E-UTRAN this is the point in time when a corresponding dedicated EPS bearer is established / modified.

NOTE 4:
If the network supports Multimedia Priority Services (MPS) then this QCI could be used for the prioritization of non real-time data (i.e. most typically TCP-based services/applications) of MPS subscribers.

NOTE 5:
This QCI could be used for a dedicated "premium bearer" (e.g. associated with premium content) for any subscriber / subscriber group. Also in this case, the SDF aggregate's uplink / downlink packet filters are known at the point in time when the SDF aggregate is authorized. Alternatively, this QCI could be used for the default bearer of a UE/PDN for "premium subscribers".

NOTE 6:
This QCI is typically used for the default bearer of a UE/PDN for non privileged subscribers. Note that AMBR can be used as a "tool" to provide subscriber differentiation between subscriber groups connected to the same PDN with the same QCI on the default bearer.

NOTE 7:
For Mission Critical services, it may be assumed that the PCEF is located "close" to the radio base station (roughly 10 ms) and is not normally used in a long distance, home routed roaming situation. Hence delay of 10 ms for the delay between a PCEF and a radio base station should be subtracted from this PDB to derive the packet delay budget that applies to the radio interface.

NOTE 8:
In both RRC Idle and RRC Connected mode, the PDB requirement for these QCIs can be relaxed (but not to a value greater than 320 ms) for the first packet(s) in a downlink data or signalling burst in order to permit reasonable battery saving (DRX) techniques.

NOTE 9:
It is expected that QCI-65 and QCI-69 are used together to provide Mission Critical Push to Talk service (e.g., QCI-5 is not used for signalling for the bearer that utilizes QCI-65 as user plane bearer). It is expected that the amount of traffic per UE will be similar or less compared to the IMS signalling.

NOTE 10:
In both RRC Idle and RRC Connected mode, the PDB requirement for these QCIs can be relaxed for the first packet(s) in a downlink data or signalling burst in order to permit battery saving (DRX) techniques.

NOTE 11:
In RRC Idle mode, the PDB requirement for these QCIs can be relaxed for the first packet(s) in a downlink data or signalling burst in order to permit battery saving (DRX) techniques.

NOTE 12:
This QCI value can only be assigned upon request from the network side. The UE and any application running on the UE is not allowed to request this QCI value.

NOTE 13:
Packet delay budget is not applicable on NB-IoT or when Enhanced Coverage is used for WB-E-UTRAN (see TS 36.300 [19]).

NOTE 14:
This QCI could be used for transmission of V2X messages as defined in TS 23.285 [48].


Annex B:  5QI table from TS 23.501 v1.4.0

5.7.4
Standardized 5QI to QoS characteristics mapping

The one-to-one mapping of standardized 5QI values to 5G QoS characteristics is specified in table 5.7.4-1.

Table 5.7.4-1: Standardized 5QI to QoS characteristics mapping

	5QI

Value
	Resource Type
	Priority Level
	Packet Delay Budget
	Packet Error

Rate 
	Default

Averaging Window
	Example Services

	1

	
GBR
	20
	100 ms
	10-2
	TBD
	Conversational Voice

	2

	
	40
	150 ms
	10-3
	TBD
	Conversational Video (Live Streaming)

	3
	
	30
	50 ms
	10-3
	TBD
	Real Time Gaming, V2X messages

	4

	
	50
	300 ms
	10-6
	TBD
	Non-Conversational Video (Buffered Streaming)

	65
	
	7
	75 ms
	
10-2
	TBD
	Mission Critical user plane Push To Talk voice (e.g., MCPTT)

	66

	
	
20
	100 ms
	
10-2
	TBD
	Non-Mission-Critical user plane Push To Talk voice

	75
	
	25
	50 ms
	10-2
	TBD
	V2X messages

	5
	Non-GBR
	10
	100 ms
	10-6
	N/A
	IMS Signalling

	6
	
	
60
	
300 ms
	
10-6
	N/A
	Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file sharing, progressive video, etc.)

	7
	
	
70
	
100 ms
	
10-3
	N/A
	Voice,
Video (Live Streaming)
Interactive Gaming

	8
	
	
80
	
300 ms
	

10-6
	N/A
	
Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file 

	9
	
	90
	
	
	N/A
	sharing, progressive video, etc.)

	69
	
	5
	60 ms
	10-6
	N/A
	Mission Critical delay sensitive signalling (e.g., MC-PTT signalling)

	70
	
	55
	200 ms
	10-6
	
	Mission Critical Data (e.g. example services are the same as QCI 6/8/9)

	79
	
	65
	50 ms
	10-2
	N/A
	V2X messages

	
	
	
	
	
	N/A
	

	
	


NOTE:
For Standardized 5QI to QoS characteristics mapping, the table will be extended/updated to support service requirements for 5G, e.g. ultralow latency service.

Annex C: Requirements from SA1 TR22.261

7.2
Low latency and high reliability

7.2.1
Overview
Several scenarios require the support of very low latency and very high communications service availability. Note that this implies a very high reliability. The overall service latency depends on the delay on the radio interface, transmission within the 5G system, transmission to a server which may be outside the 5G system, and data processing. Some of these factors depend directly on the 5G system itself, whereas for others the impact can be reduced by suitable interconnections between the 5G system and services or servers outside of the 5G system, for example, to allow local hosting of the services. The scenarios and their performance requirements can be found in table 7.2.2-1.

7.2.2
Scenarios and KPIs
Scenarios requiring very low latency and very high communication service availability can be found below:
-
Motion control – Conventional motion control is characterised by high requirements on the communications system regarding latency, reliability, and availability. Systems supporting motion control are usually deployed in geographically limited areas but may also be deployed in wider areas (e.g., city- or country-wide networks), access to them may be limited to authorised users, and they may be isolated from networks or network resources used by other cellular customers.

-
Discrete automation – Discrete automation is characterised by high requirements on the communications system regarding reliability and availability. Systems supporting discrete automation are usually deployed in geographically limited areas, access to them may be limited to authorised users, and they may be isolated from networks or network resources used by other cellular customers.
-
Process automation – Automation for (reactive) flows, e.g., refineries and water distribution networks. Process automation is characterized by high requirements on the communications system regarding communication service availability. Systems supporting process automation are usually deployed in geographically limited areas, access to them is usually limited to authorised users, and it will usually be served by private networks. 

-
Automation for electricity distribution (mainly medium and high voltage). Electricity distribution is characterized by high requirements on the communications service availability. In contrast to the above use cases, electricity distribution is deeply immersed into the public space. Since electricity distribution is an essential infrastructure, it will, as a rule, be served by private networks.

-
Intelligent transport systems – Automation solutions for the infrastructure supporting street-based traffic. This use case addresses the connection of the road-side infrastructure, e.g., road side units, with other infrastructure, e.g., a traffic guidance system. As is the case for automation electricity, the nodes are deeply immersed into the public space.
-
Tactile interaction – Tactile interaction is characterised by a human being interacting with the environment or people, or controlling a UE, and relying on tactile feedback.

-
Remote control – Remote control is characterised by a UE being operated remotely, either by a human or a computer.
Table 7.2.2-1 Performance requirements for low-latency and high-reliability scenarios.

	Scenario
	End-to-end latency
(note 3)
	Jitter
	Survival time
	Communication service availability
(note 4)
	Reliability
(note 4)
	User experienced data rate
	Payload
size

(note 5)
	Traffic density
(note 6)
	Connection density
(note 7)
	Service area dimension
(note 8)

	Discrete automation – motion control
(note 1)
	1 ms
	1 µs
	0 ms
	99,9999%
	99,9999%
	1 Mbps

up to 10 Mbps
	Small
	1 Tbps/km2
	100 000/km2
	100 x 100 x 30 m 

	Discrete automation
	10 ms
	100 µs
	0 ms
	99,99%
	99,99%
	10 Mbps
	Small to big
	1 Tbps/km2
	100 000/km2
	1000 x 1000 x 30 m

	Process automation – remote control
	50 ms
	20 ms
	100 ms
	99,9999%
	99,9999%
	1 Mbps

up to 100 Mbps
	Small to big
	100 Gbps/km2
	1 000/km2
	300 x 300 x 50 m

	Process automation ‒ monitoring
	50 ms
	20 ms
	100 ms
	99,9%
	99,9%
	1 Mbps
	Small
	10 Gbps/km2
	10 000/km2
	300 x 300 x 50

	Electricity distribution – medium voltage
	25 ms
	25 ms
	25 ms
	99,9%
	99,9%
	10 Mbps
	Small to big
	10 Gbps/km2
	1 000/km2
	100 km along power line

	Electricity distribution – high voltage 
(note 2)
	5 ms
	1 ms
	10 ms
	99,9999%
	99,9999%
	10 Mbps
	Small
	100 Gbps/km2
	1 000/km2

(note 9)
	200 km along power line

	Intelligent transport systems – 
infrastructure backhaul
	10 ms


	20 ms
	100 ms
	99,9999%
	99,9999%
	10 Mbps
	Small to big
	10 Gbps/km2
	1 000/km2
	2 km along a road

	Tactile interaction
(note 1)
	0,5 ms
	TBC
	TBC
	[99,999%]
	[99,999%]
	[Low]
	[Small]
	[Low]
	[Low]
	TBC

	Remote control
	[5 ms]
	TBC
	TBC
	[99,999%]
	[99,999%]
	[From low to 10 Mbps]
	[Small to big]
	[Low]
	[Low]
	TBC

	NOTE 1: 
Traffic prioritization and hosting services close to the end-user may be helpful in reaching the lowest latency values.

NOTE 2: 
Currently realised via wired communication lines. 
NOTE 3: 
This is the end-to-end latency the service requires. The end-to-end latency is not completely allocated to the 5G system in case other networks are in the communication path.
NOTE 4: 
Communication service availability relates to the service interfaces, reliability relates to a given node. Reliability should be equal or higher than communication service availability.

NOTE 5: 
Small: payload typically ≤ 256 bytes 
NOTE 6: 
Based on the assumption that all connected applications within the service volume require the user experienced data rate. 
NOTE 7: 
Under the assumption of 100% 5G penetration.
NOTE 8  Estimates of maximum dimensions; the last figure is the vertical dimension.
NOTE 9:
In dense urban areas.

NOTE 10: 
All the values in this table are targeted values and not strict requirements. 


7.2.3
Other requirements

Audio-visual interaction is characterised by a human being interacting with the environment or people, or controlling a UE, and relying on audio-visual feedback. In the use cases like VR and interactive conversation the latency requirements include the latencies at the application layer (e.g., codecs), which could be specified outside of 3GPP.
To support VR environments with low motion-to-photon capabilities, the 5G system shall support:

-
motion-to-photon latency in the range of 7-15ms while maintaining the required user data rate of [250Mbps] and

-
motion-to-sound delay of [<20ms].

NOTE: 
The motion-to-photon latency is defined as the latency between the physical movement of a user's head and the updated picture in the VR headset. The motion-to-sound latency is the latency between the physical movement of a user's head and updated sound waves from a head mounted speaker reaching their ears.
To support interactive task completion during voice conversations the 5G system shall support low-delay speech coding for interactive conversational services (100 ms, one way mouth-to-ear).

************ end of TS 22.261 extract *****************************
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