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Abstract: The related discussion for NF overload control issue.  
1. Introduction

This document discusses the NF overload control issue in TS 23.501.
2. Discussion
The control plane overload is still a to-be-discussed issue since section 5.19 of TS 23.501 is left to fill. 
The NFs (e.g., AMF) may support the overload control scheme to mitigate overload situation for the overloaded NFs through the actions taken by the NF (i.e., by the NF itself or other NFs) in 5GCN. And when an NF node is overload, the node is considered to be operating over its nominal capacity (the nominal capacity could be lower than the real one), and may result in diminished performance (including impacts to handling of the services, or the input and output traffics). 
Before the network tries to conduct the overload control for the NFs (i.e., throttling some functionalities of the overload NFs until overload is mitigated), the overload can be mitigated by upgrading the capability of the overloaded NFs, if extra resources are available (e.g., the virtualized computing resources), and such upgrade could be dynamical and non-dynamical: 
· One can dynamically scaling out the overload NFs in virtualized environment. Such horizontal scaling might be done by adding extra computing resources to the overload NFs (e.g., by adding more resources to the existing VMs, or adding VMs within the VNF), or adding a new NF instance in NF pool (e.g., by adding new instances in the same or other data centers). It is noted that adding a new NF instance may further involve the procedures notifying the other NFs (e.g., NRF, or NFs at the same location) the existence of the new instance, and conveying the load (e.g., UE’s context) to the new instance from the overload one. 
· Because the scaling out solution may use the “backup” resources, when multiple slices share the same backup resources (e.g., multiple VMs use the same physical resources), scaling out the overload NF need to consider the impact to other slices, as long as the SLA or slicing requirement need to be met.
· Besides the dynamic scaling out, one can update the deployment to fit the needs (i.e., scaling up): it is possible to add the physical resources as well (e.g., by plugging in a compute blade). It is noted that such “static” scaling cannot be accomplished in real-time, and the network administrator is supposed to consider the possible “execution time” for adding the resources to the running deployment. For instance, the update procedure might contain the steps which might be time-consuming (e.g., the time used for ordering, transportation, and configuration for the new facilities) Therefore, such solution is supposed to be utilized when the network administrator can “predict” the overload situation before a certain time span (e.g., the “Boxing Sales” may trigger the peak of the internet usage due to the demand for online shopping).
Conclusion 1: Scaling out or scaling up the overload NF could be possible alternatives, and they can be used before the network tries to conduct the “traditional” overload control for the NFs.
Conclusion 2: The virtualized technique enables dynamically scale out the overload NFs, but the impact to the other NFs belong to the other slices need to be considered when multiple slices share the same virtualized resources. 
Conclusion 3: Adding physical resources is time-consuming, and is supposed to be utilized when the network administrator can “predict” the overload situation before a certain time span.
Meanwhile, a well-designed load balancing scheme could avoid imbalanced load as well, the imbalanced load probably causes several NFs being overload when other NFs in the pool are operating below their nominal capacities. Therefore, the load balancing can also be utilized to avoid the possibility of overload’s occurrence. 
· To strike the balanced load among NFs, several efforts can be done, such as setting “weighting factors” among the NFs as mentioned in TS 23.401 [1], or simply using the Round-Robin principle among the NFs. And the load balance mainly aims for the AMF instances for the NAS connectivity, and it is mentioned in TR 23.799 [2] that “To allow for the effective scaling in, and scaling out, when long-lived NG1/2 connections are in use (e.g. for the "RRC-connected-inactive" sub-state) the Next Generation system should permit time-separated NAS procedures from one UE to use different instances of the AMF”. 
· With considering the slice issue, the load balancing is supposed to be conducted for the NFs belongs to the same NF pool and same slice. It is to be determined that whether the load balancing issue is in the field of overload control. 
Conclusion 4: The load balancing can be utilized to avoid the possibility of overload’s occurrence as well.
At last, if the extra resources are not available and all the NFs within the pool area are overload (e.g. when data center is fully loaded, or when the contract with the data center provider has some limits on the resources you can use), then one may turn to the overload control mechanism. The above-mentioned solutions (e.g., add resources, load balancing) should be preferring to the overload control, since applying overload control mechanism may affect some functionalities until overload is mitigated.  
· For the overload control, one possible alternative is to consider the resource reallocation. For example, if the functionality that are not so critical, then it can be reduced (e.g. for AMF, some of the SMFs can be reduced so that it frees up resources for the AMF).
· If the resource reallocation does not help, then overload control mechanisms (e.g., or throttling messages) are used to mitigate the overload, by avoiding further load increasing and releasing the existing load. Such overload control mechanisms are similar to today’s solution.  
· Since the control plane architecture of current 5G system is fully service-based, throttling the messages to the overload NF (e.g., reduce the message sent from other NFs, reject the request sent by other NFs) shall be considered under the Service Based Architecture, and the way that the overload NFs notify other NFs its overload status is for stage 3 consideration. 
Conclusion 5: The overload control mechanism is used when no extra resources can be provided, and it should be considered under the Service Based Architecture, and the exchange of load / overload information over the SBI will be studied in stage 3.
As a conclusion, for addressing the overload control issue, both of the traditional overload control mechanism, and the other techniques could be taken into consideration. The “throttling” and “release” mechanisms are considered to be “the last choice” to avoid the system crash caused by overload, since such treatment may affect the functionalities of the network entities. 
Table 1. Possible solutions for addressing the overload issue
	Possible solutions for addressing the overload issue

	Upgrading the capability of the overloaded NFs.
	Dynamically scaling out the resources, can be accomplished in minutes. 

	
	Update the deployment to fit the needs (i.e., scaling up the resources), is better to be used as a long-term solution.

	Load balancing among the NFs.
	Balance the load of the NFs, to avoid several NFs being overload when other NFs in the pool are operating below their nominal capacities. 

	Overload control mechanism.
	When all the above solutions are not available, it is considered to utilize the overload control mechanism, the overload control mechanism contains “rejecting” the new load, or “releasing” the existing load.  


3. Way forward options
The main components and suggestions identified in the discussion parts are outlined below:
Proposal: For addressing the NF overload control issue, an operator can perform the following steps:
· First Step: Load balancing scheme can be used to avoid the overload situation. The load balancing guarantees the balanced load of the NFs, by using an appropriate scheme. Moreover, the load balancing scheme also considers the new feature of 5G system (e.g., AMF stickiness, time-separated NAS procedures, NEF re-exposure capabilities).
· Second Step: Scaling out or scaling up the NFs, when they are beyond the “nominal” capacities. The details for scaling out VNF instance(s) could be found in 28.525 [3] and 28.526 [4], respectively. Such mechanisms can be used before the network tries to conduct the “traditional” overload control for the NFs, because such solutions handle the overload situation without affecting the performance. The virtualized technique can dynamically scale out the overload NFs, but the impact to the other NFs belong to the other slices need to be considered when multiple slices share the same virtualized resources. Adding physical equipment to the NFs is time-consuming, and is supposed to be utilized when the network administrator can “predict” the overload situation before a certain time span. 
· Third Step: Resource re-allocation, or rejecting the requests (e.g., based on the priority, a specific DNN, or a specific UE group) is used to handle the overload situation with affecting the functionalities, and it is used when no extra resources can be provided by the operator. Moreover, since the control plane architecture of current 5G system is fully service-based, such “traditional overload control” scheme shall be done in a service based manner (e.g., for AMF, it shall be considered not only by throttling the DNN, NIDD and NAS messages), this specification does not describe standardized mechanisms to throttle or otherwise degrade the functionalities. Mechanisms to allow throttling or degradation of functionality, and the exchange of load / overload information over the SBI are for stage 3 consideration. 
4. Proposal
It is proposed to discuss the above way forward options and if agreeable, update TS 23.501 in SA2#122bis with the agreements.
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