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1 Introduction

Considering the wireline access network support, it should be pointed out in the past and legacy PCE/RG and Access Network are based on supporting ATM between the Access Node and CPE/RG , it is propose to consider for 5G WWC only the scenario where the CPE/RG and Access network is based on Ethernet and not on ATM. The model supported by wireline network is resumed in figure 1.
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(A) BBF reference network model
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(B) Ethernet session
(C) IP session 

Figure 1: BBF session model 

In this scenario a second element to be considered is that fixed network supports typically 4 basic services, the data connectivity to internet, IPTV service, Voice and remote management. Nowadays the Wireline Access network is moving towards a supporting of Ethernet natively supporting VLAN with single tagging or double tagging. The figure 2 shows the typical scenario.
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Figure 3: CPE/RG supporting basic services (Data, IPTV, Voice and Management) with different IP addresses and
How the tagging is used, the double tagging is the most complicated, but it is often used, since the wireline network is shared among different operator and double tagging give the maximum of flexibility, for example traffic separation, for having consecutive BNGs belonging to different operators, etc.

The double tagging Q-in-Q defined in IEEE 802.1ad in BBF is based on using the C-Tag and the S-Tag (see figure 3).

•
C-TAG is the Customer tag which is assigned by RG or by AN based on the port at which the RG is connected to. The C-TAG is identify by TPID of 0x88a8

•
S-TAG is the Service Tag which is assigned by service providers so that they can use VLAN allocated internally together with traffic already tagged as VLAN by customers. The S-TAG is identified by TPID of 0x88a8. This is assigned by AN or BNG,
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Figure 3: C-TAG and S-TAG.

Furthermore BBF defines 2 models for supporting the Ethernet: the 1:1 VLAN model and the N:1 VLAN model. These model are based on using the different VLAN tagging, the S-Tag and C-Tag, to transport the Ethernet session. 
the In 1:1 model the VLAN tagging with or without considering the RG’s MAC address are used to forward the VLAN directly from ingress to egress port in a 1:1 mapping.  In case of N:1 model, all the traffic market with  given C-TAG are grouped with the same S-tag and the S-TAG is used for enforcing QoS and for switching the traffic to different destinations. For example let’s assumed a scenario with operator 1, 2 and 3, but the AN belongs to operator 1 which is shared with other operators (wholesale or unbundling model). The AN host RG belongings to different operators,  i.e. RG of customers of operator 1, 2 and 3. Each RG or the traffic from a RG have its own C-TAG. Then in the AN (of operator 1)  different S-TAGs are added to traffic from RGs of different operators , e.g. S-VID #1  to all traffic from RG’s of operator 1, S-VID #2 for those of operator 3 and so on. At this point the AN or the BNG can switch the traffic toward the different destinations, i.e. BNG of different operators based on the S-TAG. It may apply also QoS, charging, etc based on S-TAG without checking C-TAG. Then the Home operator remove the S-tag and may use the C-TAG (in case that is configured by RG based on pre-configuration provided by Home operator via management interface TR-69) or also remove it and use the original Ethernet frame using the source MAC address for doing what need to be done. The C-TAG may be further used for distinguishing service if has been used a different one per service on the RG. 

This description gives only some highlights without describing and investigating all requirements defined in BBF TR-101i2, however at this stage the scope is to define high level requirement related to support of Ethernet and VLAN. How to do it and which are the issue to be solved are left to specific Key issues. Hence the following high level requirement is proposed:
· Support management (e.g. establishment, release, modification, QoS policy, etc) of Ethernet PDU session type with VLAN Trunk (IEEE 802.1Q) and VLAN tunnel Q-in-Q (IEEE 802.11ad), for example the 5GS support establishment, UPF selection and QoS policy of Ethernet PDU session type with different VLAN tagging.
The fixed network support as key and essential service the IPTV. The support of IPTV is defined in BBF TR101i2 and it is based on support of IGMPv3 protocol defined in RFC 3376 and possible usage of multicast in Access Network. The Access node can be controlled via IGMP. So the models are:

· Dedicated Multicast VLAN model where a dedicated N:1 VLAN is used to send some multicast groups from a multicast router-BNG to one or several Access Nodes. The Access Node is responsible for forwarding multicast traffic to a user port, based on the reception of control plane traffic (IGMP) on the user port. 

· Integrated Multicast VLAN model where e multicast traffic is inserted into one of the N:1 VLANs that are terminated at a user port, or alternatively .1q trunked to the RG. In this case the VLAN is carrying both multicast and unicast, as shown in figure 4
The high level requirements in the following can be identified while the definition of solution requires to first describe the issue to be addressed and which is the most suitable solution for supporting IPTV. It should be noted that the change of IPTV platform may be not a viable solution and commonality between wireline and wireless needs to be addressed.
· based on IGMP V3 defined in BBF TR-101

· authentication to IPTV server is performed either by 5GC or via UPF

· the IPTV server (e.g. IGMP proxy, IGMP server) are located in DN
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Figure 4: IPTV service provision voa IGMP proxy
*********************************  1st change **************** 
4
Architecture Requirements

4.2
Wireless and Wireline Convergence 
Editor’s Note: This clause will document high-level architectural requirements (new or revised) of the 5GS common to WWC and Trusted N3GPP. 

Editor’s Note: The requirements related to wireline network will be verified with BBF and this clause may capture the requirement or refer to BBF documentation. 

4.2.1
High level Architectural Requirements
Editor’s Note: This clause will document the architectural assumptions considered during the study. 
In order to support wireless and wireline convergence the architecture of the 5GC network shall support the additional requirements listed in the following:

1 Support the connection of a Residential Gateway defined in BBF TR-124 [x] via NG-RAN or via Wireline Broadband access to a 5GS. Both the Residential Gateway supporting N1 interface and the legacy Residential Gateway not supporting N1 interface may be studied.
2 Support the access of 3GPP UE connected to the 5GS from behind a CPE/RG, e.g. via WLAN.
3 Editor’s Note: Whether the CPE/RG is acting as a UE Relay is FFS.
4 Support the Hybrid access scenario where the CPE/RG is connecting simultaneously via both NG RAN and wireline access to 5GC. The system shall support the scenario where the CPE/RG is connected only via a single access either NG-RAN or wireline broadband access and the scenario when the CPE/RG is simultaneously connected via both accesses. In the latter case the traffic may be split or switched between the two accesses. 

5 Maximise the reuse of the current N1, N2, N3 and N4 interfaces as defined.
6 Support an optimisation of the procedures and features defined in 5G C to the scenario of the CPE/RG connected via wireline access. 

7 
8 Whether and how to support the IPTV service.
· 
· 
· 
9 Allow independent evolutions of 5G C and Wireline Broadband access, and minimize access dependencies.
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