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Abstract of the contribution: This contribution proposes to add SUPI as NRF input parameter to allow NSI selection per UE when multiple Network Slice instances of a given S-NSSAI are deployed in the same registration area.
Discussion

In the scenario when multiple Network Slice instances of a given S-NSSAI are deployed in the same registration area there is so far no logic in NSSF and slice level NRF to distinguish between the Network Slice instances, other than operational logic (e.g. load/capacity of the NSIs). 
There is text in clause 5.15.2.1 "When a S-NSSAI is supported by more than one Network Slice instance in a PLMN, any of the Network Slice instances supporting the same S-NSSAI in a certain area may serve, as a result of the Network Slice instance selection procedure defined in clause 5.15.5, a UE which is allowed to use this S-NSSAI." That could be interpreted as that the NSIs are equivalent from a selection perspective unless they can be distinguished as a outcome of the registration procedure in clause 5.15.5. However, looking at the registration procedure in clause 5.15.5 the NSSF just receives the Requested NSSAI, the Subscribed S-NSSAIs, location information, and possibly access technology being used by the UE and does its job based on this information, local configuration, and other locally available information including RAN capabilities in the registration area. It’s true that there is an EN saying “Whether more information can be sent to the NSSF is FFS”, however so far those additional information has not yet identified. 
Unless we do not provide service specific information to NSSF the only valid assumption is that all the instances corresponding to the same S-NSSAI are equivalent because there is no mean to select one or another other than using non service specific criteria, e.g. random choice, load, etc. 
What is lacking is appropriate information to be made available to the NSSF for making a special selection when multiple Network Slice instances of a given S-NSSAI are deployed in the same registration area. 

To enable a per UE specific selection it has been proposed (see Ericsson’s document “Deciding NSI per UE”) that at least the SUPI needs to be made available to the NSSF. Once the SUPI is available the NSSF can use SBA procedures and retrieve other information from relevant NFs, if authorized.

The question is: is it the NSSF the right place where to provide such an information? 
It could be argued that the NSSF has the visibility of all the NSI in the PLMN, knows their average load, so it can use both the service specific and the non-service specific information to take the decision … and therefore it is the best choice.

However it is questionable that the NSSF by itself has valid and usable non-service specific (operational) information. In fact the NSSF is so far involved only in the registration of the UE to a Set of Network Slices (clause 5.15.5.2.1), but also the AMF under certain conditions can do that without the involvement of the NSSF, so the NSSF is unaware of those registrations to certain NSIs. Moreover the registration of the UE to a Set of Network Slices provides a very loose information of the actual load of a NSI because i) the registration by itself does not consumes resources in the NSI, ii) the UE is not requested to establish a PDU session or select a NF instance in the NSI at the time of the registration (it could happen also days later), iii) the UE may de-register from the network and the NSSF is not informed of that. In conclusion the data related to how many UEs has been registered to a given NSI are useful only for statistics, but does not provide the actual status (e.g. load) of the NSI. The same issue applies for the slice level NRF. A NF can be discovered and selected within a NSI by means of a local configuration of the AMF; even when the slice level NRF is involved in the SMF discovery, the slice level NRF cannot assume that the number of active PDU sessions corresponds to the number of times the it has been queried to select an SMF. In fact the AMF can use a cached SMF address for subsequent PDU sessions setup for the same S-NSSAI, or the PDU session can be released at any time by the UE (e.g. soon after it has been setup) and the slice level NRF is not informed of that.
In conclusion both the NSSF and the slice level NRF do not know the current load of the NSI they deal with unless of a continuous interaction with the OAM, that is the only place where this information resides. Assuming this interaction, so far it has been repeated plenty of times that the NSSF has knowledge at NSI granularity, whereas the slice level NRF has knowledge at NF granularity. Therefore we can expect that the OAM provides the NSSF with the average load of a NSI, whereas it provides the slice level NRF with the load of the NFs in the NSI. 
Now let’s consider the following example: there are 10 SMFs in NSI-A and 10 SMFs in NSI-B and only one SMF in each NSI can serve DNN-1. Let’s suppose that this SMF is congested in NSI-A and not congested in NSI-B, whereas the load level of the other SMFs is exactly the opposite, i.e. not congested in NSI-A and congested in NSI-B. We expect that the OAM will report to the NSSF that NSI-A is congested at 10% and NSI-B is congested at 90%. This would lead the NSSF to associate the UE to NSI-A, even though unfortunately the UE needs to establish a PDU session with DNN-1. What does the UE matter if the selected NSI has a lower average load, when the NF that will handle the PDU session is congested? The NSSF has no knowledge neither of the NFs nor of PDU sessions, so its view of the full picture is quite incomplete and it can fail in selecting the proper NSI.
On the contrary, providing both the service specific and the non-service specific information to the slice level NRF allows it to make the right choice complementing the two information, helped in that by a more fine granular knowledge of what is going on in the NSIs it is serving. Once the SUPI is available the NRF can use SBA procedures and retrieve other information from relevant NFs, if authorized.
Proposal

It is proposed to make the following changes to the TS 23.502. 
In addition it is proposed to approve the companion P-CR in S2-175608 “23.501: NSI selection per UE”.

*************** Start of changes ***************
5.2.7
NRF services
5.2.7.1
Nnrf_NF Discovery
5.2.7.1.1
Description
Service name: Nnrf_NF Discovery
Description: provides the IP address or FQDN of the expected NF instance(s) to the consumer NF.
Known NF Consumers: AMF, SMF, PCF, NEF, NRF in another PLMN

Concurrent use: none
Pre-requisite conditions: NF consumer is triggered to communicate with a target NF instance
Post conditions: NRF stores the NF consumer information, e.g. consumer NF ID.
Inputs, Required: NF type of the target NF, NF type of the NF consumer.
Inputs, Optional: slice information of the target NF, SUPI, PLMN ID of the PLMN target NF belongs to

Editor's note:
what parameter is used as slice information is FFS
Outputs, Required: FQDN and IP address of a set of requested target NF.
Outputs, Optional: none.
5.2.7.1.2
Service/service operation information flow
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Figure 5.2.7.1-1: Nnrf_NF Discovery in the same PLMN information flow
1.
The NF consumer intend to discover the expected NF instance(s). For example, the AMF requests to discover the SMF instance(s) in the same PLMN. The NF consumer sends NF Discovery Request to NRF in the same PLMN, including: NF Type of the expected NF instance, NF type of the NF consumer, optionally Network Slice related information, and other service related parameters e.g. SUPI.

NOTE:
Other service related parameters need depend on the NF type of the expected NF instance(s) and refer to the clause 6.2 "Network Function Selection" in TS 23.501 [2].
2.
The NRF authorizes the NF Discovery Request. Based on the profile of the expected NF and the type of the NF consumer, the NRF determines whether the NF consumer is allowed to discover the expected NF instance(s). If the expected NF instance(s) are deployed in a certain network slice, NRF authorizes the discovery request according to the discovery configuration of the Network Slice, e.g. the expected NF instance(s) are only discoverable by the NF in the same network slice.

3.
If allowed, the NRF determines the discovered NF instance(s) and provides the information of a set of discovered NF instance(s) to the NF consumer via NF Discovery Response message. The information of the discovered NF instance(s) include: FQDN or IP address of the expected NF instance(s).
In case that the NF consumer intends to discover the NF in another PLMN, the NRF in serving PLMN needs to requests "NF Discovery" service from NRF in the remote PLMN. The procedure is depicted in the figure below:
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Figure 5.2.7.1-2: Nnrf_NF Discovery across PLMNs information flow

1.
The NF consumer intends to discover the NF instance(s) in another PLMN. For example, the AMF requests to discover the SMF instance(s) in the remote PLMN. The NF consumer sends NF Discovery Request to NRF, including: NF type of the expected NF, the Remote PLMN ID, NF type of the NF consumer, optionally Network Slice related information, and other service related parameters are included in the NF Discovery Request message.

2.
The NRF in serving PLMN identifies NRF in remote PLMN based on the Remote PLMN ID, and it requests "NF Discovery" service from NRF in remote PLMN according the procedure in figure 5.2.7.1-1 to get the expected NF instance (s) deployed in the remote PLMN. As the NRF in the serving PLMN triggers the "NF Discovery" on behalf of the NF consumer, the NRF in the serving PLMN shall not replace the information of the service requester NF, i.e. NF consumer ID, in the Discovery Request message it sends to the NRF in remote PLMN.
3.
The NRF in serving PLMN provides the information e.g. FQDN and IP address, of a set of the discovered NF Instance(s) in NF Discovery Response message.
*************** End of changes *********************
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