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Abstract of the contribution: Proposes a solution, way forward and text proposal for change of AMF / control of N2 persistence. 
1	Motivation and Problem statement
1. Allow the possibility to support a certain class of devices (e.g. IoT) for which AMF will want to be stateless. 
1. Allow the possibility to support a certain class of devices for which AMF will dynamically decide that it wants to be stateful or stateless and switch between the 2 modes.
1. Allow the possibility to support taking AMF graciously out of service.
1. Allow the possibility to permit time-separated NAS procedures from one UE to be processed by different AMFs.

Note 1: Allow support for deployment models having a sticky AMF or a only one AMF per data center if one were to deploy it that way. At the same time allow support for other deployment models where multiple AMFs are visible to the RAN and an AMF does not want to be sticky.
Note 2: The same behavior proposed for the solution above can also be applied by the RAN in case it encounters a failure for the scenario in which the RAN receives a temp ID with an AMF but the AMF is unreachable after ‘n’ number of retries.
2	High level principles
Current endorsed document in S2-172812 assumes that a well-defined AMF is always sticky to a certain UE association. It mainly allows support for multiple TNL associations per RAN node/AMF pair. Then it allows AMF and RAN to select a certain TNL association for transmitting an MT or MO message. This is not really fulfilling the requirement identified as part of Key issue #19:
“To allow for the effective scaling in, and scaling out, when long-lived NG1/2 connections are in use (e.g. for the "RRC-connected-inactive" sub-state) the Next Generation system should permit time-separated NAS procedures from one UE to use different instances of the AMF.”
And it has other serious failure issues. Following are some example scenarios:
1. AMF instructs that it is going out of service. Now, for UE(s) in CONNECTED, according to current proposal in 2812, RAN will forward the N2 message to the same AMF as in N2AP association.
1. Same thing for MT transaction – According to the current proposal in 2812, other CP NFs will keep sending the MT message to the AMF that was taken Out of service. This could also result in repeated MT message failure and eventually MT service failure for all the UE(s) that were previously served by the AMF.
1. AMF instructs that it is going out of service. Now, an UE comes back from IDLE to CONNECTED mode, sends a service request, provides a temporary ID that includes the AMF ID (that was taken OOS). According to the current proposal in 2812, RAN will forward the Service request message to old AMF that is out of service. This could result in repeated Service request failure and eventually no service for all the UE(s) that were previously served by the AMF.
We propose the following principles to be adopted in order to allow support for AMF to be sticky (for efficiency) and not sticky (for resiliency), also avoid scenarios such as the above:
1. When the UE is in long CM-CONNECTED mode (with RRC inactive state), Support hybrid deactivation of N2AP association to remove AMF ID from the UE context with RAN.
2. Allow inclusion of AMF ID value in the 5G-GUTI to be conditionally mandatory. This is to allow any AMF within the AMF Group to process subsequent UE transaction. For an MO transaction, RAN can select any AMF from the AMF Group. It also enables support for AMF relocation within an AMF Group without requiring 5G-GUTI reassignment for the UE.
3. When the UE is in CM-IDLE mode, support performing “per AMF release over N2” to allow the AMF perform load balancing (i.e. release per UE association for IDLE mode UE(s) and/or enable operator take AMF out of service) by instructing RAN that it should select an AMF from the AMF Group for UE(s) providing its own identifier within the temp ID.
3	Other considerations
3.1	Network Slicing
The UE should be able to obtain same set of services irrespective of the mode used for AMF selection indicated by an AMF to the RAN. Thus, the same service level criteria (NSSAI value) will be used for selecting an AMF. This implies that all AMFs in a pool support similar capabilities and services from network slice perspective. 
Conclusion 1: all AMFs in a group support similar capabilities and services from network slice perspective thus AMF change is agnostic to the UE.
3.2	Stateless AMF handling per UE timer
It has been agreed that compute and storage resource can be separated. It has also UDSF is an optional function for an implementation to support and it has also been agreed that the context stored in the DB is “unstructured”. However, it was commented that a NF cannot release per UE association fully as there is no possible solution to support running “per UE timer” in the DB. If the stored data is unstructured and it is up to NF to decide how to utilize the DB, it is completely out of scope from SA2 to discuss about how an NF manages per UE timer when it decides to become stateless i.e. the feasibility of running a per UE timer in the DB
It should be noted that it is technically feasible to store the timer in the DB and for the DB to run the timer for a given application associated to a given UE. Running a per UE timer in the DB is not a show stopper for an AMF to become stateless.
Conclusion 2: It is possible for an AMF implementation to support stateless mode by storing UE context in the DB.
3.3	Taking AMF out of service
In order to take an AMF graciously out of service, it is proposed that the following steps are performed:
1) For UE(s) in CONNECTED mode, AMF can perform hybrid N2AP deactivation for connected mode UE(s) in a graceful manner.
2) For UE(s) in IDLE mode, AMF instructs the RAN to perform AMF selection for UEs returning from IDLE to CONNECTED.
3) AMF instructs the RAN not to consider itself anymore when selecting AMFs from the AMF Group.
Upon receiving this notification:
· For UE(s) in CONNECTED mode, RAN shall switch the N2AP association with a newly selected AMF when the subsequent N2 transaction occurs.
· For UE(s) in IDLE mode, RAN should perform AMF reselection if the UE provided 5G-GUTI includes the old AMF ID.
RAN tries to select an AMF from the same AMF Group. Otherwise, it may select an AMF from a different AMF Group.
It was commented that the following scenario is a possibility:
1) AMF is taken graciously out of service; It is assumed that the AMF stores the context in an external DB and the AMF notifies the RAN to take itself from consideration.
2) If the UE(s) are given really long mobility registration update timer (e.g. 13 days), when the UE actually performs TAU, RAN happens to select an AMF from a new AMF Group.
3) In this case, when the newly selected AMF tries to query an AMF in the old AMF Group to retrieve UE context and no AMF in the old AMF Group is available to provide the UE context, the new AMF processes the mobility registration procedure as initial registration procedure and re-establishes UE context. If the UE performed a Service request, the new AMF can force the UE to perform registration procedure and re-establishes UE context.
However, it needs to be noted that all the AMFs in the old AMF Group going out of service is a rare scenario. Furthermore, this scenario happening when UE(s) are given long periodic update timers is very rare.
Conclusion 3: RAN should be allowed to select a different AMF when the old AMF instructs that it is going out of service. Furthermore, UE should not be impacted due to AMF being taken out of service.
3.4	Implementation specific data
We had an editor’s note regarding this aspect:
Editor’s note: Whether additional AMF implementation specific data identifier is needed in the is FFS.
The original consideration was to include implementation specific information within the temporary ID that may be used by an AMF to include a pointer to the unstructured data storage (e.g. UDSF) where UE context is located.
The need for including this in the temp ID has been questioned. When compute and storage resources are separated, an AMF group could comprise of m + n (storage + compute resources). Compute resources are referred to as AMF, identified by AMF ID. Storage resource is the UDSF. All the AMFs within the AMF Group could access the same set of storage resources within an AMF Group however in order for the newly selected (target) AMF to determine the exact storage resource where the source AMF stored UE context, it will be beneficial to include a pointer to the storage resource. In principle, the temporary ID should include information to identify the UE and locate UE context. 
Even in EPC, this is implicitly included in the GUTI as it is assumed that the MME ID is the pointer to the location where the UE context is stored. Even if the MME stores context in an external DB, it is strictly assumed that the mapping is 1:1. This is why it works without a need for an extra identifier in EPC. However, in the future, if this needs to be flexible and this restriction needs to be lifted i.e. m:n, then including this implementation specific data information in the temporary ID will be essential for efficient operation.
Also, since this is the first release for the new system, it is essential to consider these aspects when the basic identifiers such as 5G-GUTI for the new system is designed. Otherwise, it would not be possible to modify this in the subsequent releases easily as there will be legacy UE(s) that support a certain format. One point to note is also that NAS protocol does not include release negotiation.
Conclusion 4: It should be possible for an AMF to include implementation specific information in the temporary ID.
[bookmark: _GoBack]5	Proposal
It is proposed to incorporate the following to TS 23.501 as follows:

* * * * Start Change * * * *
[bookmark: _Toc480388452]3.1	Definitions
For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].
5G Access Network: An access network comprising a 5G-RAN and/or non-3GPP AN connecting to a 5G Core Network.
5G Core Network: The core network specified in the present document. It connects to a 5G Access Network.
5G QoS Flow: The finest granularity for QoS forwarding treatment in the 5G System. All traffic mapped to the same 5G QoS Flow receive the same forwarding treatment (e.g. scheduling policy, queue management policy, rate shaping policy, RLC configuration, etc.). Providing different QoS forwarding treatment requires separate 5G QoS Flow.
5G QoS Indicator: A scalar that is used as a reference to a specific QoS forwarding behaviour (e.g. packet loss rate, packet delay budget) to be provided to a 5G QoS Flow. This may be implemented in the access network by the 5QI referencing node specific parameters that control the QoS forwarding treatment (e.g. scheduling weights, admission thresholds, queue management thresholds, link layer protocol configuration, etc.).
5G-RAN: A radio access network that supports one or more of the following options with the common characteristics that it connects to 5GC:
1)	Standalone New Radio.
2)	New Radio is the anchor with E-UTRA extensions.
3)	Standalone E-UTRA.
4)	E-UTRA is the anchor with New Radio extensions.
Editor's note:	The definition will be revisited after RAN decision on 5G-RAN.
5G System: 3GPP system consisting of 5G Access Network (AN), 5G Core Network and UE.
Allowed NSSAI: an NSSAI provided by the serving PLMN during e.g. a registration procedure, indicating the NSSAI allowed by the network for the UE in the serving PLMN for the current registration area.
Allowed area: Area where the UE is allowed to initiate communication as specified in clause 5.3.2.3.
Configured NSSAI: an NSSAI that has been provisioned in the UE.
DN Access Identifier (DNAI): For a DNN, Identifier of a user plane access to the DN.
Forbidden area: An area where the UE is not allowed to initiate communication as specified in clause 5.3.2.3.
Initial Registration: UE registration in RM-DEREGISTERED state as specified in clause 5.3.2.
Local Area Data Network: a DN that is accessible by the UE only in specific locations, that provides connectivity to a specific DNN, and whose availability is provided to the UE.
Mobility pattern: Network concept of determining within an NF the UE mobility parameters as specified in clause 5.3.2.4.
Mobility Registration update: UE re-registration when entering new TA outside the TAI List as specified in clause 5.3.2.
N2AP UE association:  The logical per UE association between a 5G AN node and an AMF.
N2AP UE-TNLA-binding: The binding between a N2AP UE association and a specific TNL association for a given UE.
Network Function: A 3GPP adopted or 3GPP defined processing function in a network, which has defined functional behaviour and 3GPP defined interfaces.
NOTE 2:	A network function can be implemented either as a network element on a dedicated hardware, as a software instance running on a dedicated hardware, or as a virtualised function instantiated on an appropriate platform, e.g. on a cloud infrastructure.
Network Slice: A logical network that provides specific network capabilities and network characteristics.
Network Slice instance: A set of Network Function instances and the required resources (e.g. compute, storage and networking resources) which form a deployed Network Slice.
NF service: a functionality exposed by a NF through a service based interface and consumed by other authorized NFs.
NF service operation: An elementary unit a NF service is composed of.
Non-allowed area: Area where the UE is allowed to initiate registration procedure but no other communication as specified in clause 5.3.2.3.
Non-seamless Non-3GPP offload: The offload of user plane traffic via non-3GPP access without traversing either N3IWF or UPF.
PDU Connectivity Service: A service that provides exchange of PDUs between a UE and a Data Network.
PDU Session: Association between the UE and a Data Network that provides a PDU connectivity service. The type of association can be IP, Ethernet or unstructured.
Periodic Registration update: UE re-registration at expiry of periodic registration timer as specified in clause 5.3.2.
Requested NSSAI: the NSSAI that the UE may provide to the network.
Service based interface: It represents how the set of services provided/exposed by a given NF.
Service Continuity: The uninterrupted user experience of a service, including the cases where the IP address and/or anchoring point change.
Session Continuity: The continuity of a PDU session. For PDU session of IP type "session continuity" implies that the IP address is preserved for the lifetime of the PDU session.
Uplink Classifier: UPF functionality that aims at diverting Uplink traffic, based on filter rules provided by SMF, towards Data Network.

* * * * Next Change * * * *
5.X	Architectural requirements to support virtualized deployments
Editor’s note: Whether there is a need to change AMF in the Connected and transition from IDLE to CONNECTED mode scenario is FFS. Whether this is for a single UE or a group of UE(s) is FFS.
Editor’s note: Solution to support AMF planned maintenance (graciously taking an AMF out of service) and AMF failure (unplanned) case is FFS.

5.X.1	Architectural requirements for N2
5.x.1.1	TNL associations
5G AN node shall have the capability to support multiple TNL associations per AMF. 
Editor’s note: Whether the AMF can command the 5G AN node to use a subset of these TNL association for the first message from the UE is FFS.
An AMF shall be able to request the 5G AN node to add or remove TNL associations to the AMF.
5.x.1.2	N2AP UE-TNLA-binding
While a UE is in CM-Connected state the 5G AN node shall maintain the same N2AP UE-TNLA-binding (i.e. use the same TNL association for the UE) unless explicitly changed or released by the AMF.
An AMF shall be able to update the N2AP UE-TNLA-binding (i.e. change the TNL association for the UE) in CM-Connected mode at any time.
An AMF shall be able to update the N2AP UE-TNLA-binding (i.e. change the TNL association for the UE) in response to an N2 message received from the 5G AN by triangular redirection (e.g. by responding to the 5G AN node using a different TNL association) or by redirection via the RAN.
An AMF shall be able to command the 5G AN node to release the N2AP UE-TNLA-binding for a UE in CM-Connected mode while maintaining N3 (user-plane connectivity) for the UE at any time. 
Editor’s note: Support of releasing the N2AP UE-TNLA-binding for a UE in CM-Connected is subject to feedback from RAN groups.

* * * * End Change * * *.*
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