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Discussion

The current approach of using service-based architecture as outlined in TS 23.501 and TS 23.502, requires further discussion. Services according to this approach are mostly a generalization of particular CP procedures resembling known PtP-communication patterns (Reference Points). 

Using a service-based architecture implies a fundamental shift towards cloud-based infrastructures with SOA principles that need to be well understood. A service may be fulfilled by distributing the individual sub-services across different virtualized instances of that particular service or parts of it, enabling functionalities such as scaling, load-distribution and fail-over scenarios, particularly when combined with pooled resources such as through clouds.
The system should be ready to use the capabilities of such flexible infrastructure in terms of:

(a) mapping the notion of (possibly virtualized) network functions to a service and
(b) the possible problems in adopting SOA concepts and solutions while designing NF interactions.
The adoption of service-based architecture principles for a future 3GPP control plane does come with issues that need consideration. In order to gauge the benefits and system impacts of using such approach it is imperative that we identify and understand its implications in particular when considering possible deployments over virtualized infrastructures.
We highlight a few of this implications:
Service Description and Discovery 

Service-based architectures utilize the notion of service endpoints that exchange structured messages. A 3GPP network function (NF) translates onto such service-based view by interpreting the NF as such service endpoint against a well-defined service description, typically including an addressable ‘name’ or ‘identifier’ for the entity. E.g., amf.3gpp.org might be the name for a service realizing the AMF-related network functionality. However, identifying the service is not fully relying on the naming of the respective NF. A service may be the actual functionality of the AMF which can be run everywhere inside the network without a strict association with a full implemented instance of AMF.
The realization of such NFs might utilize the use of virtualized instances, distributed in the overall network. These instances can either be exposed at the level of the service-based architecture, through its own name, e.g., instance1.amf.3gpp.org, or they might be interpreted as a surrogate service endpoint under the same name, i.e., amf.3gpp.org, in which case the existence of a specific virtualized instance is not exposed. 

The discovery of such service endpoints, effectively the discovery of a Network Function service instance, involves two steps: 
Firstly, the name of the appropriate NF service endpoints needs to be configured within the system. Such names are inherently known from the application context, e.g., web services in the Internet often employ repositories [2] where services can be registered with their name against a well-defined service profile or service description. This maps well onto the current description of NFs and NRF in 3GPP, i.e., the description of expected inputs/outputs, the message exchange pattern for access and possible access control aspects, amongst other. 
· Second, once the name of the service endpoint is determined, the discovery of the service endpoint location is delegated to methods such as the one specified in TS 23.501, section 6.2.6 or a Domain Naming Service (DNS), resolving the endpoint name to a (routable) location in the network. This however is still to be determined by CT WGs 
Service Profile
The definition of service profiles and usage of repositories is likely to be complemented with the definition of service templates which adequately describe a particular system behavior or functional interaction for the purpose of network control. e.g., the handover procedure.
Interaction between NFs as either full service endpoints (e.g., an instance1.amf.3gpp.org) or surrogate service endpoints (e.g., amf.3gpp.org) allows for an appropriate balance between (usually longer-term) orchestration and (usually shorter term) control. Interacting with a NF as a surrogate service endpoint leaves the decision of selecting the ‘right’ surrogate service endpoint to the message routing solution rather than requiring the orchestration to explicitly chain the right instance into the overall orchestrated service. 
It is important that these aspects of orchestration and control are well supported by the specific solutions that realize the service-based architecture for 3GPP service interactions and their respective functionalities.
Message Exchange Patterns
In current service based architectures seen in commercial systems, interactions between consumer and producer often rely on the actual used communication patterns and its internal state machines of the instances of the particular service. If the association is kept strict to certain IP-addresses and ports (e.g., by discovering over a DNS), the flexibility of virtualized and scalable services is reduced.

Service-based architectures provide a number of message exchange patterns, which in turn are realized by the semantics provided by the underlying protocol, e.g, HTTP. While a request/response pattern almost naturally translates onto the underlying Get-Request (following the respective response), other solutions implement a Publish/Subscribe model, e.g., those used to support eventing.
While the choice and design of the underlying protocol is a Stage 3 issue, an architecture enabling the various message exchanges must be in place with capabilities that support a flexible and scalable deployment.

Message Routing

As mentioned above, in current service-based architectures such as those employed by today’s web services in the Internet, service instances ultimately rely on a message routing fabric to deliver the messages according to the exchange patterns outlined before. Web services, for instance, rely on the DNS to resolve the service endpoint identifier onto a network location (in the form of an IP address). Such resolution is well suited for the resolution onto specific network locations but does not fare well in a NF-based realization that requires dynamic flexibility and scalability as implementing a service in (possibly many) virtualized instances would require the DNS to be aware of the ‘right’ virtual instance to be chosen.
DNS indirections, e.g., through CNAME entries, however do not cater well to changes in such choice. For instance, if the ‘right’ NF instance needs to be changed from a previous choice (which has become overloaded in the meantime) to a new instance that is being spun up, the DNS might be too slow for propagating the change for future resolution requests. 
Hence, the likely realization of network functions as virtual NFs poses the question of how suitable the DNS is to support dynamically changing relationships between virtual NFs in the message exchange.

Proposal
It is proposed to make the following changes to the TS 23.501 (architecture).

***** Begin of 1st Change *****
6.3
Principles for Network function and Network Function Service discovery and selection
6.3.1
General
The NF and NF service discovery enables one NF to discover a specific NF service or a specific target NF type. NF service discovery is enabled via the NF discovery, as specified in TS 23.502, clause 5.1.1. 
Unless the expected NF and NF service information is locally configured on requester NF, e.g. the expected NF service or NF is in the same PLMN, the NF and NF service discovery is implemented via the NRF. The NF repository function (NRF) is the logical function that is used to support the functionality of NF and NF service discovery as specified in clause 6.2.6
Editor's note:
It is FFS how to identify the NRF in remote PLMN.
Editor’s note: 
NF and NF services may in principle be discovered independently, however in this version of the specification, the independent discovery of a service within a particular System Procedure will be evaluated on a case by case basis   
In order to enable access to a requested NF type or NF service and no associated NF(s) stored on the requester NF, the requester NF initiates the NF or NF service discovery by providing the type of the NF or the specific service is attempting to discover (e.g. SMF, PCF, UE location Reporting) and other service parameters e.g. slicing related information to discover a particular NF service or the target NF. The detail service parameter(s) used for specific NF and NF service discovery refer to the related NF and service discovery and selection clause.
Depending on the chosen message routing model, the NRF may provide the IP address or the FQDN or the identifier of relevant services and/or NF instance(s) to the requester NF for target NF instance selection. Based on that information, the requester NF can select one specific NF instance or a NF instance able to provide a particular NF Service (e.g., an instance of the PCF that can provide Policy Authorization)
For NF discovery across PLMNs, the requester NF provides the NRF the PLMN ID of the target NF. The Local PLMN interacts with the NRF in the target. NF. The Local PLMN interacts with the NRF in the target PLMN to retrieve the IP address or the FQDN or the identifier of relevant services of the target NF instance (s)
***** End of 1st Change *****
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