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Abstract of the contribution: This contribution discusses the relation between UPF and SMF Service Areas and propose a way forward
1. 
Introduction
At SA2#120 it was discussed what assumptions should be made around UPF and SMF Service Areas, e.g. whether it can be assumed that an SMF serves the whole PLMN (i.e. all the RAN nodes and N3IWF in a PLMN) or an SMF may only serve a subset of the PLMN (e.g. a specific geographical area). 
2. 
Discussion

2.1 
Relation between RAN and UPF (UPF Serving Area)

Current EPC allows a deployment where the SGW (or SGW-U in case CUPS is supported) does not have full mesh connectivity with all eNB in the PLMN. The concept of SGW Service Areas is used to handle such deployments, including SGW relocation in case a UE moves outside of the SA of the currently serving SGW. 
In 5G it is expected that similar deployment scenarios should be allowed. Furthermore, with the new business models being expected for 5G, more support for vertical use cases, enterprise, Local Area Data Networks and factory scenarios etc it is likely that deployments where a UPF is used for a specific use case with connectivity to only specific RAN nodes is expected. Such UPFs may not have full mesh connectivity with all RAN nodes in the PLMN.  

Proposal 1: Deployments for a UPF only has N3 connectivity to a subset of the RAN nodes (or N3IWF) in a PLMN shall be supported. 
It can be noted that the above proposal does not limit the possibility to provide session continuity in the full PLMN. For a case where a UE camps on a RAN node outside of the PDU Session Anchor (PSA) UPF, an intermediate UPF can be inserted between the PSA UPF and the RAN node. 
2.2 
Relation between the SMF and UPF (SMF Service Area)
The next question is what there is any relation between the UPF and the SMFs, as well as relation between UPF SA and SMFs. There are two different aspects:

Cardinality between UPF and SMF: 

There may be deployments with each UPF being controlled from a single SMF (i.e. 1:many relation between SMF and UPF) or an UPF may be controlled from several SMFs (i.e. many:many relation between SMF and UPF). The extreme of many:many is that all UPFs in the PLMN can be controlled from all SMFs in the PLMN. In the CUPS study it was discussed that both cases may exist and the standard should not rule out either of them. 
Benefits with 1:many relation are e.g.:

a) 
Load control between UPFs is simpler if single SMF is handling each UPF. No need to distribute dynamic load info to multiple SMFs and less risk of race conditions. 

b) 
UE IP address management in SMF and N3/N9 tunnel identifiers allocation in SMF becomes simpler as there is no need to coordinate UE IP address and tunnel IDs this across multiple SMFs. 

c) 
Less complexity in UPFs in case capability to only interface single SMF is enough, allowing options for the operator to deploy very simple UPFs for use cases where only basic UPF functionality is needed.

Benefits with many:many relation are e.g.:

a)
More flexibility in terms of what SMF is selected, i.e. no need to select a specific SMF in order to use a specific UPF

Proposal 2: Both deployment scenarios where a UPF is controlled from a single SMF and deployment scenarios where a UPF is controlled by multiple SMFs shall be supported by the standard. 
Relation between SMF SA and UPF SA
In home routed roaming case there is a relation between location of UPF and location of SMF as there is a need for two SMFs, one vSMF interfacing a UPF in VPLMN and one hSMF interfacing a UPF in HPLMN. It is not possible for a single SMF to control UPFs in both V- and H-PLMN. 
For non-roaming (and roaming LBO) cases it is currently assumed that a single SMF can serve a PDU Session. If session continuity is to be provided, this SMF then must serve the PDU Session in the whole PLMN irrespective of what UPF SA the UE is in. Also with local breakout (using UL CL or IPv6 multi-homing) the same SMF is used. Furthermore, even without session continuity, when changing the anchor UPF and UE IP address using SSC modes 2 and 3 it is currently assumed that the same SMF is used also for the new PDU Sessions, implying that the SMF must serve the whole PLMN. 

Note that this discussion is orthogonal from Proposal 1. Having a single SMF serving the full PLMN can be achieved by deploying SMFs controlling UPFs that together cover the full PLMN. I.e. there is no need for full-mesh many:many relation between SMFs and UPFs since even with 1:many relation between SMFs and UPFs it is possible to configure the PLMNs so that a single SMF can control UPFs covering the whole PLMN (as indicated in the figure below).
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However, the assumption of single SMF per PDU Session may still create issues in a number of areas: 
1) Regionalization: Also in non-roaming cases there may be scenarios that are similar to roaming scenarios. For example, a large country may regionalize the PLMN such that an SMF only interacts with UPFs within one region (e.g. administrative domain) and cannot interact with a UPF in another region. When UE crosses a region border and a single SMF is mandated, the SMF in the old region need to control UPFs in the new region breaking the administrative boundary. Otherwise a new UPF and SMF in new region has to be used. This means that if the operator wants to provide session continuity across region borders, an intermediate SMF and UPF need to be inserted between the RAN and the “anchor” SMF and UPF. 

2) Enterprise deployments: In case of enterprise access (enterprise DNN) an operator may deploy a subset of SMFs and UPFs configured for an enterprise. The SMF(s) configured for a specific enterprise (e.g. company A) may only control an UPF configured for access to the enterprise LAN and no (or few) other UPFs. Allowing the enterprise SMF (possibly located on the enterprise premises) to control any UPF in the PLMN may not be desired. In order to connect a UE to such enterprise DN, an intermediate SMF and UPF is needed if UE is located outside the SA of the enterprise SMF. 
3) SMF and UPF configuration aspects: With SMF Even though a 1:many relation between SMF and UPFs allows an SMF to cover the full PLMN (as shown in C2 above), it creates a higher configuration burden since each SMF must be handling UPFs on all different sites in the PLMN. 
To address these issues, deployments like in the figure below would need to be allowed,. 
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Scenarios like in the figure above, implies that mobility procedures illustrated in the figure below would need to be supported in order to provide session continuity. Here we have introduced the concepts of I-SMF and A-SMF where: 
· Intermediate SMF (I-SMF) is handling the interface towards AMF in a similar way as vSMF and has N4 interface to the UPF with N3 interface

· Anchor SMF (A-SMF) handles IP address allocation, has interfaces to PCF, as well as N4 interface to PDU Session Anchor (PSA) UPF

In addition, mobility between PLMNs, e.g. session continuity from the HPLMN into a VPLMN is currently not supported. In EPC such procedures are in principle enabled by the standards and only relies on that the two PLMNs have appropriate agreements and inter-PLMN interfaces in place. However, in 5GS handover from non-roaming (with single SMF) to home-routed roaming (with vSMF and hSMF) is currently not supported but would be enabled by the procedure below.
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Observation 1: Assuming a single SMF for all scenarios in non-roaming cases creates complexities and restricts the possibilities e.g. for simple UPFs, enterprise scenarios, large PLMNs with regions.
Observation 2: If scenarios like in D2 is enabled, 5GS must support also non-roaming (and roaming LBO) with two SMFs serving a PDU Session in order to ensure session continuity throughout the PLMN and to allow e.g. enterprise deployments. 

Proposal 2: It shall be possible to deploy SMFs that correspond to a limted UPF Service Area, i.e. SMF controlling UPFs with a limited Service Area (as in figure D2 above)

Proposal 3: An SMF SA is defined as the union of the UPF SAs of all UPF(s) controlled by the SMF
Proposal 4: 5GS must support also non-roaming (and roaming LBO) scenarios with two SMFs serving a PDU Session.
One natural architecture for having two SMFs serve a PDU Session is already available in 5GS, the home-routed roaming architecture. This option can easily be generalized to also apply in non-roaming cases. At SA2#120 another variant was also suggested (e.g. in S2-171870) where an I-SMF is instead inserted between the A-SMF and the UPF. The options are illustrated in the figure below
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However, option 2 has several drawbacks:
-
In case of enterprise scenario with A-SMF being an enterprise-specific SMF, SMF selection becomes convoluted. In case A-SMF selects I-SMF, this creates issues in enterprise case since enterprise SMF need to select a “generic” SMF in the operator’s network, while it should be rather the other way around. Note also that the operator would typically have a single SMF for an enterprise. 

-
Additional delay in case of NW-triggered service request as DNN needs to traverse additional interfaces (N16). 

-
Introduces yet another architecture option in addition to non-roaming/LBO and home-routed architecture variants. This adds complexity and new variants for most procedures in 23.502 since signaling needs to be “proxied” via the A-SMF e.g. in Service Request, Handover, etc. This adds signaling overhead, additional interop testing etc.
- 
N16 interface between SMFs will become different from the N16 interface in the home-routed roaming architecture since it e.g. needs to carry downlink data notifications (DNN), indications due to handover etc.
-
A mobility procedure where a new SMF is inserted between the A-SMF and the UPF does not solve inter-PLMN handover. If there are requirements to support inter-PLMN handovers, then a procedure to “insert” a vSMF between AMF and hSMF/A-SMF is anyway needed. 
- 
Finally, it can be questioned whether the “I-SMF” in this option is really an SMF. Apart from terminating N4, the I-SMF does not have much SMF functionality (e.g. it has no SM NAS termination, PCF interface, IP address allocation etcetc). Instead it is rather acting as an N4 proxy which is a different concept not defined or discussed so far. 

Proposal 5: For the cases where two SMFs are needed for a PDU Session, it is proposed that the roaming architecture is re-used also in non-roaming cases, with N16 being the interface between two SMFs. This ensures a single solution for both roaming and non-roaming scenarios. This approach would also enable inter-PLMN handover using the same procedures.
2.3 
Relation between the AMF and SMF (SMF Service Area)
SMF selection is done by AMF. In case of home-routed roaming cases, the AMF determines that the session is to be handled using home-routed roaming and selects both a vSMF and hSMF. 

For non-roaming cases, the AMF would need to consider the SMF SA when selecting SMF and determine whether there is a need for both Intermediate SMF and Anchor SMF,. This can easily be done by including the current TA in the SMF selection procedure, as follows:
-
In case the AMF (using NRF) can discover an SMF serving both the current UE location (TA) as well as the DNN, a single SMF is selected.

-
In case the AMF (using NRF) cannot discover an SMF serving both the current UE location (TA) as well as the DNN, a single SMF is selected, the AFM selects one SMF serving the UE location (i.e. I-SMF) and another SMF serving the DNN (i.e. A-SMF). This logic is very similar to the handling of home-routed roaming, with the difference that UE location (TA) is used instead of SUPI and PLMN ID. 
One question is how to detect that a UE has left a SMF SA, and select a different (intermediate) SMF. In order to reduce the impact on the AMF and 5GS procedures, and also to maintain MM-SM separation, it is proposed that an SMF SA is aligned with the serving area of an AMF. There is thus no need to consider relocation or insertion of an SMF within an AMF, and no need to handle SMF relocation during intra-AMF handovers, service request etc. Only at inter-AMF mobility it would be possible to handle SMF insertion/relocation. This ensures that a new I-SMF only needs to be discovered/selected when the UE establishes a PDU Session, or when there is a change of AMF. 
Proposal

It is proposed to update TS 23.501 as follows:

**** First Change ****

3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

5G Access Network: An access network comprising a 5G-RAN and/or non-3GPP AN connecting to a 5G Core Network.
5G Core Network: The core network specified in the present document. It connects to a 5G Access Network.

5G QoS Flow: The finest granularity for QoS forwarding treatment in the 5G System. All traffic mapped to the same 5G QoS Flow receive the same forwarding treatment (e.g. scheduling policy, queue management policy, rate shaping policy, RLC configuration, etc.). Providing different QoS forwarding treatment requires separate 5G QoS Flow.
5G QoS Indicator: A scalar that is used as a reference to a specific QoS forwarding behaviour (e.g. packet loss rate, packet delay budget) to be provided to a 5G QoS Flow. This may be implemented in the access network by the 5QI referencing node specific parameters that control the QoS forwarding treatment (e.g. scheduling weights, admission thresholds, queue management thresholds, link layer protocol configuration, etc.).
5G-RAN: A radio access network that supports one or more of the following options with the common characteristics that it connects to 5GC:

1)
Standalone New Radio.

2)
New Radio is the anchor with E-UTRA extensions.

3)
Standalone E-UTRA.

4)
E-UTRA is the anchor with New Radio extensions.

Editor's note:
The definition will be revisited after RAN decision on 5G-RAN.

5G System: 3GPP system consisting of 5G Access Network (AN), 5G Core Network and UE.
Allowed NSSAI: an NSSAI provided by the serving PLMN during e.g. a registration procedure, indicating the NSSAI allowed by the network for the UE in the serving PLMN for the current registration area.
Allowed area: Area where the UE is allowed to initiate communication as specified in clause 5.3.2.3.

Configured NSSAI: an NSSAI that has been provisioned in the UE.
DN Access Identifier (DNAI): For a DNN, Identifier of a user plane access to the DN.

Forbidden area: An area where the UE is not allowed to initiate communication as specified in clause 5.3.2.3.

Initial Registration: UE registration in RM-DEREGISTERED state as specified in clause 5.3.2.
Local Area Data Network: a DN that is accessible by the UE only in specific locations, that provides connectivity to a specific DNN, and whose availability is provided to the UE.
Mobility pattern: Network concept of determining within an NF the UE mobility parameters as specified in clause 5.3.2.4.

Mobility Registration update: UE re-registration when entering new TA outside the TAI List as specified in clause 5.3.2.
Network Function: A 3GPP adopted or 3GPP defined processing function in a network, which has defined functional behaviour and 3GPP defined interfaces.

NOTE 2:
A network function can be implemented either as a network element on a dedicated hardware, as a software instance running on a dedicated hardware, or as a virtualised function instantiated on an appropriate platform, e.g. on a cloud infrastructure.
Network Slice: A logical network that provides specific network capabilities and network characteristics.
Network Slice instance: A set of Network Function instances and the required resources (e.g. compute, storage and networking resources) which form a deployed Network Slice.

NF service: a functionality exposed by a NF through a service based interface and consumed by other authorized NFs.

NF service operation: An elementary unit a NF service is composed of.
Non-allowed area: Area where the UE is allowed to initiate registration procedure but no other communication as specified in clause 5.3.2.3.
Non-seamless Non-3GPP offload: The offload of user plane traffic via non-3GPP access without traversing either N3IWF or UPF.
PDU Connectivity Service: A service that provides exchange of PDUs between a UE and a Data Network.

PDU Session: Association between the UE and a Data Network that provides a PDU connectivity service. The type of association can be IP, Ethernet or unstructured.
Periodic Registration update: UE re-registration at expiry of periodic registration timer as specified in clause 5.3.2.

Requested NSSAI: the NSSAI that the UE may provide to the network.
Service based interface: It represents how the set of services provided/exposed by a given NF.
Service Continuity: The uninterrupted user experience of a service, including the cases where the IP address and/or anchoring point change.
Session Continuity: The continuity of a PDU session. For PDU session of IP type "session continuity" implies that the IP address is preserved for the lifetime of the PDU session.
SMF Service Area: The area within which the UE can be served without the need to change the SMF. An SMF SA consist of the union of the UPF SAs of the UPFs that can be controlled by the SMF.
UPF Service Area: The area within which the UE can be served by (R)AN nodes without the need to change the UPF. UPF Service Area consist of one or more complete Tracking Areas.
Uplink Classifier: UPF functionality that aims at diverting Uplink traffic, based on filter rules provided by SMF, towards Data Network.

**** Next Change ****
4.2.3
Non-roaming reference architecture

Figure 4.2.3-1 depicts the non-roaming reference architecture with service-based interfaces within the Control Plane.
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Figure 4.2.3-1: 5G System Service-based architecture

Figure 4.2.3-2 depicts the 5G System architecture in the non-roaming case, with a single SMF serving the PDU Session, using the reference point representation showing how various network functions interact with each other.
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Figure 4.2.3-2: Non-Roaming 5G System Architecture in reference point representation

NOTE 2:
N9, N14 are not shown in all other figures however they may also be applicable for other scenarios.

NOTE 3:
For the sake of clarity of the point-to-point diagrams, the UDSF, SDSF, NEF and NRF have not been depicted. However, all depicted Network Functions can interact with the UDSF, NEF and NRF as necessary.
NOTE 4:
The UDM contains UDR. For clarity, the UDR and its connections with other NFs, e.g. PCF, are not depicted in the point-to-point and service-based architecture diagrams.
Figure 4.2.3-3 depicts the 5G System architecture in the non-roaming case, with an intermediate SMF and anchor SMF serving the PDU Session, using the reference point representation showing how various network functions interact with each other. This alternative is used in case the anchor SMF is not serving the current location of the UE. 
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Figure 4.2.3-3: Non-Roaming 5G System Architecture in reference point representation with separate I-SMF and A-SMF.
Figure 4.2.3-3 depicts the non-roaming architecture for UEs concurrently accessing two (e.g. local and central) data networks using multiple PDU Sessions, using the reference point representation. This figure shows the architecture for multiple PDU sessions where two SMFs are selected for the two different PDU sessions. However, each SMF may also have the capability to control both a local and a central UPF within a PDU session. Furthermore, separate I-SMF and A-SMF may be used also in this case.

[image: image8.emf]PCF

UE

(R)AN

UPF

DN N6

N2

N4

N1

AF

N5

DN

UPF

N4

N3

N3

AMF

SMF

N10

N11

N6

AUSF

N12

N13 UDM

N8

SMF

N7

N10

N11

N7

N15


Figure 4.2.3-3: Applying non-roaming 5G System architecture for multiple PDU session in reference point representation

Figure 4.2.3-4 depicts the non-roaming architecture in case concurrent access to two (e.g. local and central) data networks is provided within a single PDU session, using the reference point representation. Separate I-SMF and A-SMF may be used also in this case.
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Figure 4.2.3-4: Applying non-roaming 5G System architecture for concurrent access to two (e.g. local and central) data networks (single PDU session option) in reference point representation
**** Next Change ****
5.6.1
Overview
The 5GC supports a PDU Connectivity Service i.e. a service that provides exchange of PDUs between a UE and a data network identified by a DNN. The PDU Connectivity Service is supported via PDU sessions that are established upon request from the UE.

Editor's note:
It is FFS whether "DNN" or "APN" is to be used.

Each PDU session supports a single PDU session type i.e. supports the exchange of a single type of PDU requested by the UE at the establishment of the PDU session. The following PDU session types are defined: IPv4, IPv6, Ethernet, Unstructured (where the type of PDU exchanged between the UE and DN is totally transparent to the 5G system).

NOTE 1:
In this release the 5GC does not support dual stack PDU Session (PDU Session type IPv4v6): The 5GC supports dual Stack UEs by using separate PDU sessions for IPv4 and IPv6.

PDU sessions are established (upon UE request), modified (upon UE and 5GC request) and released (upon UE and 5GC request) using NAS SM signalling exchanged over N1 between the UE and the SMF. Upon request from an Application Server, the 5GC is able to trigger the UE to establish a PDU session to a specific DNN.

The SMF is responsible of checking whether the UE requests are compliant with the user subscription. For this purpose it retrieves SMF level subscription data from the UDM. Such data may indicate per DNN:

-
The allowed PDU session Type.

-
Whether in case of Home Routed the VPLMN is allowed to  insert an UL CL or a Branching Point for a PDU session towards this DNN..

This information is provided to the SMF in VPLMN by the SMF in HPLMN.

-
The allowed SSC modes.

Editor's note:
The exact list of subscription data mentioned above will be refined. This will take into account the output of other key issues (slicing, QoS, etc.).

Editor's note:
It is FFS whether SMF level subscription data is defined per slice

An UE that is registered over multiple accesses chooses over which access to establish a PDU session.

Editor's note:
The choice of the access to use for a PDU session is based at least on network policy, service requirements and user subscription. The definition of policy for selecting the access to route the PDU Sessions (e.g. service requirements, user subscription, etc.) and how it is used are FFS.

NOTE 2:
In this release, at a given time, a PDU session is routed over only a single access network.

An UE may request to move a PDU session between 3GPP and Non 3GPP accesses. The decision to move PDU sessions between 3GPP access and Non 3GPP access is made on a per PDU session basis, i.e. the UE may, at a given time, have some PDU sessions using 3GPP access while other PDU sessions are using Non 3GPP access.

In a PDU session establishment request sent to the network, the UE shall provide a PDU Session Id as defined in clause 5.3.2. The UE may also provide:

-
A PDU session Type.

-
Slicing information.

Editor's note:
slicing related information is to be further clarified. An S-NSSAI information is meant.

-
The DNN (Data Network Name).

-
The SSC mode (Service and Session Continuity mode defined in clause 5.6.9.2).

Editor's note:
It is FFS Whether the UE may also provide and information indicating its willingness to move a PDU session between 3GPP and Non 3GPP access.

Table 5.6.1-1: Attributes of a PDU session

	PDU session attribute
	May be modified later during the lifetime of the PDU session
	Notes

	Slicing information
	No
	(Note 1)(Note 2)



	DNN (Data Network Name)
	No
	(Note 1)(Note 2)

	PDU session Type
	No
	(Note 1)

	SSC mode
	No
	(Note 1)

The semantics of Service and Session Continuity mode is defined in clause 5.6.9.2

	PDU session Id
	No
	

	NOTE 1:
If it is not provided by the UE, the network determines the parameter based on default information received in user subscription. Subscription to different DNN(s) may correspond to different default SSC modes and different default PDU session Types

NOTE 2:
Slicing information and DNN are used by AMF to select a SMF to handle a new session. Refer to clause 5.2.


An UE may establish multiple PDU sessions, to the same data network or to different data networks, via 3GPP and via and Non-3GPP access networks at the same time.

An UE may establish multiple PDU sessions to the same Data Network and served by different UPF terminating N6.

A UE with multiple established PDU sessions may be served by different SMF.
Deployments where each UPF is controlled by a single SMF, and deployments where a UPF may be controlled by multiple SMFs are both supported.  
An SMF may serve a subset of the Tracking Areas of a PLMN, as defined by the SMF Service Area. 

An anchor SMF is the SMF that allocates UE IP address, and interacts with UDM/PCF, and controls the PDU Session Anchor UPF. In case of home-routed roaming, the hSMF acts as anchor SMF. 
An intermediate SMF is the SMF with the N11 interface and that controls the intermediate UPF. In case of home-routed roaming, the vSMF acts as intermediate SMF.

In case a single SMF is serving a PDU Session, this SMF performs both anchor SMF and intermediate SMF functionalities and controls both PDU Session Anchor UPF and any intermediate UPFs.

In non-roaming and roaming with local breakout, a single SMF may serve the PDU Session in case the SMF can serve both intermediate SMF and anchor SMF roles. In non-roaming and roaming with local breakout, in case a single SMF cannot serve the UE location, separate intermediate SMF and anchor SMF is serving the PDU Session. 

In home routed roaming case, a vSMF in VPLMN and a hSMF in HPLMN is serving a PDU Session.
The user plane paths of different PDU Sessions (to the same or to different DNN) belonging to the same UE may be completely disjoint between the AN and the UPF interfacing with the DN.
NOTE:
User Plane resources for PDU sessions of a UE, except for regulatory prioritized service like Emergency Services and MPS, can be deactivated by the network decision when a UE moves into a Non-allowed area from an Allowed area.
**** Next Change ****
6.3.2
SMF selection function

The SMF selection function is supported by the AMF and is used to allocate an SMF that shall manage the PDU Session.

The SMF selection function in the AMF shall utilize the Network Repository Function to discover the SMF instance(s) unless SMF information is available by other means, e.g. locally configured on AMF. The NRF provides the IP address or the FQDN of SMF instance(s) to the AMF.

Editor's note:
Further detailing of the cases where SMF selection is not using NRF is FFS.

Editor's note:
Whether the Network repository function (NRF) is an enhancement of DNS server will be determined by CT WGs. A proper reference will be added once this is available in stage 3.

The SMF selection function in AMF is applicable to both 3GPP access and non-3GPP access.

The following factors may be considered during the SMF selection:

-
Selected Data Network Name (DNN).

-
S-NSSAI.

-
Subscription information from UDM, e.g. whether local breakout may apply to the session.
- 
Current UE location (TA) and Serving Area of the SMFs
-
Local operator policies.

-
Load conditions of the candidate SMFs.

Editor's note:
It is FFS what other information may be considered for SMF selection. It is also FFS what parts of S-NSSAI is considered, e.g. whether both SST and ST is used or only SST.

If there is an existing PDU Session for a UE to the same DNN and S-NSSAI used to derive the SMF, the same SMF may be selected.

Editor's note:
It is FFS if there are conditions under which the same SMF need to be selected for PDU Session to the same DNN and slice.

The selection of SMF is based on network topology, i.e. the AMF selects an SMF that serves the UE's location. In case of AMF change, the new AMF may need to select a new intermediate SMF in case the old SMF (in case of single SMF) or intermediate SMF (in case of both intermediate SMF and anchor) cannot serve the UE location. 
In non-roaming and LBO scenarios the following applies:

-
In case the AMF can discover and select an SMF serving both the current UE location (TA) as well as the DNN, a single SMF is selected.

-
In case the AMF cannot discover an SMF serving both the current UE location (TA) as well as the DNN, the AFM selects one SMF serving the UE location (i.e. Intermediate SMF) and another SMF serving the DNN (i.e. Anchor SMF). 

In the home-routed roaming case, the SMF selection function selects an SMF in VPLMN as well as an SMF in HPLMN.

If the UDM provides a DN subscription context that allows for handling the PDU Session in the visited PLMN (i.e. using LBO) for this DNN and, optionally, the AMF is configured to know that the visited VPLMN has a suitable roaming agreement with the HPLMN of the UE, the SMF selection function selects an SMF from the visited PLMN. If an SMF in VPLMN cannot be derived for the DNN and network slice, or if the subscription does not allow for handling the PDU Session in visited PLMN using LBO, then both a SMF in VPLMN and SMF in HPLMN are selected, and the DNN is used to derive an SMF identity from the HPLMN.
Editor's note:
Impact on SMF selection for handovers between 3GPP and non-3GPP access is FFS

Editor's note:
Impact on SMF selection due to interworking with EPC is FFS

**** End of Changes ****
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