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Abstract of the contribution: This contribution discusses the relationship between the S-NSSAI and the Network Slice instances and proposes the introduction of the Core Network Slice instance Identifier.
1
What exactly is the NSSF used for?
At SA2#120 was introduced the definition of Network Slice instance and was established the working assumption that for the initial association of a UE with a set of Network Slice instances, the selection of a set of Network Slice instances shall be performed by an NF NSSF that is separate from any AMF.

First of all it is important clarify what exactly is meant with “selection of a set of Network Slice instances”.

During the initial association of a UE with a set of Network Slice instances the RAN routes the NAS signalling from the UE to an AMF selected using the Requested NSSAI obtained during RRC Connection Establishment. 
Therefore the NSSF does not take part in the first AMF selection. 
Observation 1: The NSSF is responsible of the selection of the Core Network specific part of a Network Slice instance that supports a given S-NSSAI. 
Observation 2: The NSSF is also responsible to trigger the relocation of the AMF if the current serving AMF is not able to serve the properly the UE, i.e. to associate the UE to the selected Core Network specific part of the Core Network Slice instances that support the S-NSSAIs common to Requested and Subscribed NSSAI.

Proposal 1: It is proposed to indicate with Core Network specific part of a Network Slice instance, Core Network Slice instance in the following, the set of Network Function instances belonging to that Network Slice instance and not shared with other Network Slice instances. 
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As shown in the above figure the AMF, selected by the RAN, queries the NSSF providing i) the UE’s registration area, and ii) the logical AND between the Requested NSSAI (received from the UE) and the Subscribed NSSAI (retrieved from user’s profile in the UDM). The NSSF checks if and which Core Network Slice instances, corresponding to the received S-NSSAI(s), are available and responds to the AMF providing the Allowed NSSAI (for the UE’s registration area) and the mapping between each S-NSSAI in the Allowed NSSAI and one or more Core Network Slice instances.
Observation 4: During the initial association of a UE with a set of Core Network Slice instances the UE is not requested to establish a PDU Session, therefore there is no need to select an SMF and no lookup at the NRF (where up and running NFs are registered) is performed.
2
Why a mapping between S-NSSAI and one or more Core Network Slice instances?
At SA2#120 document S2-172820 discussed the relationship between S-NSSAI and Network Slice instances.

Three cases were described and are reported here.
Case #1:  one-to-one mapping between S-NSSAI and Core Network Slice instance

In this case S-NSSAI can be regarded as kind of identifier of a Core Network Slice instance.
Case #2:  many-to-one mapping between S-NSSAI and Network Slice instance

Examples:
1. In roaming case the visited PLMN may only provide one common Core Network Slice instance for roaming UEs with different S-NSSAIs.

2. In non-roaming case, the Operator may temporally deploy a Core Network Slice instance to aggregate some S-NSSAIs.

Observation 5: In this case S-NSSAI fails to identify a Core Network Slice instance, because many S-NSSAIs identify the same Core Network Slice instance.

Case #3:  one-to-many mapping between S-NSSAI and Network Slice instance

Examples:

1. An Operator may be constrained by contract to provision just one S-NSSAI to a customer, e.g. a Corporate or e Government Agency. However, the customer may request the Operator to differentiate between subgroups of employees even though their UEs are provisioned in the same exact way. An example could be public safety officers that every mission take a different mobile phone from the warehouse; all the phones are configured with the same S-NSSAI (e.g. Mission Critical + Department of Public Safety) but different teams of public safety officers need to be connected to different instances of the Network Slice reserved to that public safety agency, if possible deployed on different data centres for better resilience.
2. An Operator has bought from a vendor a Network Slice (i.e. the related software package) that can scale up until a certain degree for software limits. Starting from a certain point in time the Operator needs more capacity. Provided additional hardware capacity is available there are two options: i) he may buy a more performing but more expensive software package, or ii) he can just instantiate an additional instance of the same Network Slice using the software package he has already bought.

NOTE: In the above use case licensing aspects are not considered.
3. An Operator may decide to segregate his customers in a set of identical Core Network Slice instances rather than having a single Core Network Slice instance for a given S-NSSAI (i.e. a given service) in the PLMN. If one of the multiple Core Network Slice instances fails only few customers are affected and the network can reallocate them to another identical Core Network Slice instance or, maybe, to a small spare one.
4. An Operator is running a Network Slice with SST=”automotive”:

a. In rural residential areas there is deployed a Core Network Slice instance #1 with SD=”cars”;

b. In densely populated city area there are deployed both a Core Network Slice instance #1 with SD=”cars” and a Core Network Slice instance #2 with SD=”Alfa Romeo”
Then an S-NSSAI in an Alfa Romeo car would have the option for:

c. one-to-one mapping in rural residential area, however

d. one-to-many mapping in the city area; normally mapping is to Core Network Slice instance #2 with SD=“Alfa Romeo”, but in the case Core Network Slice instance #2 is overloaded (as Alfa Romeo Core Network Slice instance could be a very specialised one, and hence with low capacity) mapping may be to Core Network Slice instance #1 with SD=”cars” as well.

5. An Operator is running Network Slices with SST=”Mission-critical IoT” and 
a. SD-1=”Autonomous driving”, then we could have:

Core Network Slice instance #1 = City-X Region-Y Traffic Lights Control Center 1 || Core Network Slice instance #2 = City-X Region-Y Traffic Lights Control Center 2  || ...

b. SD-2=”Smart grid”, then we could have:

Core Network Slice instance #A = City-X Region-Y Substation-1 || Core Network Slice instance #B = City-X Region-Y Substation-2  || ...

Observation 6: In this case S-NSSAI fails to identify a Core Network Slice instance, because many Core Network Slice instances support the same S-NSSAI.
Observation 7: Considering the above examples both Case #2 and Case #3 are valid use cases, therefore the S-NSSAI is not enough to always identify a Core Network Slice instance.

Proposal 2: It is proposed to identify each Core Network Slice instance with a Core Network Slice instance Identifier (CNSI-ID).
Proposal 3: It is proposed that the CNSI-ID is globally unique in the PLMN at any given time.
Proposal 4: It is proposed that the CNSI-ID, as an identifier of a part of the Core Network, is not conveyed to the UE, but stored by the AMF in the UE context.
During the initial association of a UE with a set of Core Network Slice instances the UE receives back only the Allowed NSSAI.

2
Proposal

It is proposed to endorse the following proposals and to agree the companion documents S2-17xxxx “TS 23.501: S-NSSAI and Network Slice instances” and S2-17yyyy “23.501 P-CR: Network Slicing Update for supporting standalone NSSF plus miscellaneous changes to the existing text”.

Proposal 1: It is proposed to indicate with Core Network specific part of a Network Slice instance (aka Core Network Slice instance) the set of Network Function instances belonging to that Network Slice instance and not shared with other Network Slice instances. 
Proposal 2: It is proposed to identify each Core Network Slice instance with a Core Network Slice instance Identifier (CNSI-ID).
Proposal 3: It is proposed that the CNSI-ID is globally unique in the PLMN at any given time.
Proposal 4: It is proposed that the CNSI-ID, as an identifier of a part of the Core Network, is not conveyed to the UE, but stored by the AMF in the UE context.
Annex: Relationship between CNSI-ID and ETSI NFV identifiers
The procedure below is not intended to overcome SA5 work, but just to give a rough idea of the overall process needed to deploy a Network Slice instance in a virtualized framework and to show how the CNSI-ID could be used. Surely SA2 will have to work closely with SA5 once the Network Slicing topic will be more stable in both Working Groups.
SA2 historically deals with already deployed Network Slice instances, nevertheless it is worth the keep in mind that Network Slice instances have their own life cycle and that the 5G CN is going to designed to be more flexible than the core networks of the previous generations, so also SA2 perspective should be more flexible taking into account the fact that a Network Slice instance could be in place not all the time.
The new 5G CN will be deployed as virtualized network, therefore the BSS/OSS needs to interact with a virtualization framework like the one defined in ETSI NFV. Let’s assume that the orchestration of the virtualized environment is done using ETSI NFV-MANO and a 3GPP Network Slice instance corresponds to a Network Service (as defined in ETSI GS NFV-003 and referenced in 3GPP TS 28.500). Then the CNSI-ID will be the 3GPP identifier to be mapped into the ETSI NFV identifiers as described below.

NOTE 1: It is unfortunate and confusing that NS in 3GPP means Network Slice whereas NS in ETSI means Network Service, but we have to consider that ETSI GS NFV-IFA 013 is an already published specification whereas TS 23.501 is still a draft specification. In the information flow below the following ETSI NFV acronyms apply:
· NS
Network Service

· NSD
Network Service Descriptor

· NSI
Network Service Instance

· nsInstanceId
Network Service Instance ID

· VNF
Virtual Network Function

· vnfInstanceId
Virtual Network Function Instance ID

NOTE 2: The assumption of one-to-one mapping between 3GPP Network Slice instance and ETSI Network Service (NS) is made here only for simplicity in order to have an one-to-one mapping between 3GPP CNSI-ID and ETSI nsInstanceId (see clause 7.3 of GS NFV-IFA013). See also NOTE 5.

NOTE 3: For simplicity Network Slice Subnet instances (see 3GPP TR 28.801) are not considered in this discussion, without losing anything of the main concepts.

A tentative and approximate information flow to setup a service to a customer may be described as follows:

1. A customer signs a contract with an Operator for a certain service.

2. The service requirement are translated into network requirements that match a certain Network Slice Template available from the library of the Operator.

3. The OSS, by means of the Network Manager (NM), interacts with ETSI NFV Orchestrator to instantiate a Network Service Instance (NSI), i.e. the NM conveys to the ETSI NFV Orchestrator (Ref. pt. Os-Ma-nfvo) the Network Service Descriptor (NSD) corresponding to the identified Network Slice Template, according to the procedure of Network Service Instance instantiation (see clause 4.4.1 of 3GPP TS 28.526 Rel-14).

NOTE 4: The ETSI NFV MANO procedure are agnostic of what is the application level (that could be an EPC, a 5G CN, an IMS, a Server Farm, etc.) therefore it is reasonable to assume that the OSS has to interact with the same virtualization framework and procedures of Rel-14, i.e. regardless the virtualized network is 4G or 5G.

4. The Network Service instance is instantiated and the OSS gets back the corresponding nsInstanceId.

5. The OSS configures the application part of the VNFs in the Network Service instance with parameters like S-NSSAI, DNNs, etc. where appropriate, so that they can work properly. Each VNF is identified by the vnfInstanceId and the nsInstanceId so that they can register themselves into the NRF.

Editor’s note: Whether the VNFs register themselves into the NRF or are registered there by the OSS is FFS. Whether the entry in the NRF for each VNF contains also the S-NSSAI besides the vnfInstanceId and the nsInstanceId is FFS.

6. The OSS maps the received nsInstanceId into a new CNSI-ID.

NOTE 5: When Network Slice instance is composed by many Network Services the OSS sends to ETSI NFV Orchestrator all the NSDs corresponding to all the Network Services that compose that Network Slice instance. Therefore the mapping between CNSI-ID and nsInstanceId will be one-to-many, so that to a CNSI-ID corresponds the nsInstanceIds of all the Network Services that compose that Network Slice instance. 

7. The OSS links the CNSI-ID created at step 6. to the S-NSSAI contractualized with the customer (and optionally to one or more DNN(s)) for each registration area in the PLMN.

NOTE 6: In order to associate N Network Slice instances to a single S-NSSAI steps from 3. to 7. are repeated N times.

8. The OSS provisions the mapping defined at step 7. to the NSSF, together with additional information (e.g. slice-usage policies, priorities, etc.) and keeps the mapping up-to-date.

9. The NSSF uses the provisioned information during the UE Registration procedure for Network Slice Selection.
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