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Discussion

Overview
This paper discus the requirement of mapping clearly the PCEF into the 5G architecture
In the previous meeting (at Spokane), the proper mapping of the PCEF functionality was postponed. It is clear that the agreement captured in 23.501 that is shown in Figure 4.2.3-1: 5G System Service-based architecture and Figure A.2.1-1: Overall 5G Policy framework architecture, requires an early clarification/definition.
Postponing the PCEF mapping poses a challenge to progress the procedure definitions due to every new call flow (that involve UPF and/or PCF and/or SMF) may go or not in contradiction with a possible future desired mapping of the PCEF. Therefore, the intent of this paper is to discuss and agree in a final and clear PCEF and basic NAS mapping into the 5G PCC architecture at the beginning of this meeting. 
The SMF and PCF act over the same PDUs and/or group of traffic flows but one manages sessions and the other manages PCC policies respectively, they have different responsibilities but they must act very coordinated. As the SMF and PCF are interconnected to the UPF, it is necessary to specify, in a high-level manner, a breakdown of the UPF components and the direct interconnection of his components to the SMF and PCF.

It is not intended in this paper to go into further details of the CUPs aspects of the UPF in order to avoid managing several topics in the same paper.

UPF Break down

The UPF has at least two main components; one is the session management component or basic NAS functions including responsibilities such as tunnel termination, session establishment, Ip address allocation etc., and the PCEF component that has responsibilities such as, traffic identification, policy enforcement, traffic marking etc. 
As the internet traffic, patterns continue to evolve, the encryption techniques changes very often, and combinations of traffics from different applications such Mashup Apps (interconnected Apps) are more common and increasing. The PCEF itself has to evolve following those changes very closely. There are important challenges recognizing that different traffic flows that belong to a single Mashup App. In conclusion, the traffic identification/enforcement has a dynamic and specializations different from the basic NAS functionality.
So it is very convenient that into the UPF, it be clearly specified by separated the PCEF and the basic NAS entities and their interaction toward the PCF and SMF. Separating these components will allow the operators to better plan, evolve and dimension their networks. It will also allow operators to independently, scale the NAS and PCEF functions. It will allow specifying PCEF and basic NAS in a manner that would help adopt this concept of multi-vendor software modules that are easy to interact with and maintain in a virtualized environment. 
This paper intends to expose the most important possibilities of architecture combinations PCEF, NAS, PCF, SMF (pros, cons etc.) just to allow all the companies to express the support of the preferred architecture.

UPF User Plane Function functionalities 
· Basic NAS function description
· Tunnel termination point  
-  Anchor point for Intra-/Inter-RAT mobility

-  
External PDU session point of interconnect to Data Network
-
Packet routing & forwarding
-
Lawful intercept (UP collection)
-
Branching point to support multi-homed PDU session
-
Downlink packet buffering and downlink data notification triggering
· Basic PCEF function description
-
Packet inspection and User plane part of Policy rule enforcement.

-
Traffic usage reporting
-
Uplink classifier to support routing traffic flows to a data network
-
QoS handling for user plane, e.g. packet filtering, gating, UL/DL rate enforcement

-
Uplink Traffic verification (SDF to QoS flow mapping)
-
Transport level packet marking definition in the uplink and downlink
 Proposals
It is proposed to discuss and gather companies’ opinions/preferences regarding the two proposed options.

The Option A: 5G UPF User plane function (N4 & PNG7)
The Option B: 5G UPF User plane function (Only N4)
Both options require a new reference point N6R in between the NAS and the PCEF functions.
N6R:
Reference point between the NAS function and a PCEF function. As a traffic steering interface, this interface may look like to the St Interface that is mentioned in the 23.203 and 29.212 specs

Option A: 5G UPF User plane function (N4 & PNG7)


Figure 1: 5G UPF User plane function (N4 & PNG7)
In the above architecture, the UPF is split into the PCEF and basic NAS functions. The basic NAS Functions includes the majority of the packet gateway functions including Session anchor, Tunnel termination point and is responsible for routing of data plane traffic, UE IP address allocation, Uplink and Downlink bearer binding similar as defined in 3GPP TS 23.203
The PCEF component is responsible for the following functionalities

· UL and DL service level gating control

· UL and DL service level and session level shaping and policing

· Interfacing with the OCS and OFCS similar as described in 3GPP TS 23.203 and TS 32.240.

· Uplink and downlink enforcement based on APN-AMBR

· Service level traffic steering

· Interfacing with the policy control function 
· Identifying and marking of application traffic (including encrypted traffic and Mashup App )
In the above-proposed logical architecture, the PCEF connects directly with PCF over PNG 7 interface. The NAS and SMF communicate over the N4 interface.
In this solution, the service chaining protocol may communicate subscriber identity in metadata, removing reliance on use of IP addresses for identifying the subscriber in the PCEF.

Option B: 5G UPF User plane function (Only N4)
In this option, the NAS steers the traffic to one or more PCEF instances based on local policies or signalling from the N4. The PCEF connects over N4 with the SMF to perform functionalities listed in Option A.

Figure 3: 5G UPF User plane function (PCEF instances)
In this solution, the service chaining protocol may communicate subscriber identity in metadata, removing reliance on use of IP addresses for identifying the subscriber in the PCEF.
In each case, there is a benefit of decomposition. PCEF is likely to be a complex element with functions related to application detection including advanced algorithms for encrypted traffic classification, fraud detection, enforcement and charging, subscriber/service aware traffic steering. The separation of this functional entity from the basic NAS function is very advantageous in enabling more deployment flexibility to select best of breed functions for each role. This will lead to higher quality and implementations that are more efficient.

In each case, the proposed solution is alignment with possible solution of the following Key Issues:  

· Key issue 2: QoS framework, for the specific QoS_WT_#7, both options makes the PCEF’s operation independent of any Roaming, interworking and migration solutions. 

· Key issue 4: Session management, for the specific SM_WT_#5 PDU sessions via different accesses, both options makes the NAS able to manage the UE connected via multiple accesses, including non-3GPP and being used independently of the kind and number the access a single PCEF entity.

· Key Issue 19: Architecture impacts when using virtual environments. IT allows dynamic addition or removal of a network function instance in particular for the PCEF. It results in a scalable solution as one NAS can route the traffic to more than one PCEF instance without impacting the RAN tunnel. 
The following table compares the two approaches above.

	
	Pros
	Cons

	Option A
	· In terms of dimensioning the PCEF and the NAS, divide the interfaces and the process load, avoiding overhead in one of them.

· NAS can be setup to bypass the PCEF in cases of overload or failures.
· Session management signaling traffic does not affect the PCF neither the PCEF and vice versa, the PCC signaling traffic does not affect the SMF neither the basic NAS. 

· Based on 3GPP SA2 TR 23.799 agreements the Control Plane of a 5G core will be modular, comprising of several Network Functions (e.g. AMF, SMF, PCF, UDM etc.) that interact with each other as well as with other entities outside of the Control Plane. This option allows a better-decomposed modular design for the control plane and for the UPF as well. 

	· PCEF may identify session/UE/subscriber from metadata provided by the NAS.
· Due to there is not present any more the abstraction of a monolithic UPF, three call flows already captured at TS 23.501 might suffer some few changes, see Figures 4.2.3.2-1, 4.3.2.2.1-1, 4.3.2.2.2-1

	Option B
	· The current call flows captured at TS 23.501 so far won’t suffer any change.


	· In terms of dimensioning the PCEF and the NAS, the PCEF looks more over load

· NAS cannot be setup to bypass the PCEF in cases of overload or failures.
· The traffic going to the NAS from the SMF will affect the required dimensioning of the PCEF and the traffic in between PCF and PCEF will affect the required dimensioning of the SMF. There is not independence in between the PCF and SMF neither in between PCEF and basic NAS. 




Companies are encouraged to provide the preferred ranked and additional comments
Company name

	Company Name
	Option Ranking 1-3, 1 desired, 3 undesired 
	Comments

	
	Option A( ), Option B( ), None ()
	

	
	Option A( ), Option B( ), None ()
	

	
	Option A( ), Option B( ), None ()
	

	
	Option A( ), Option B( ), None ()
	

	
	Option A( ), Option B( ), None ()
	

	
	Option A( ), Option B( ), None ()
	

	
	Option A( ), Option B( ), None ()
	

	
	Option A( ), Option B( ), None ()
	

	
	Option A( ), Option B( ), None ()
	

	
	Option A( ), Option B( ), None ()
	

	
	Option A( ), Option B( ), None ()
	

	
	Option A( ), Option B( ), None ()
	

	
	Option A( ), Option B( ), None ()
	

	
	Option A( ), Option B( ), None ()
	

	
	Option A( ), Option B( ), None ()
	

	
	Option A( ), Option B( ), None ()
	

	
	Option A( ), Option B( ), None ()
	

	
	Option A( ), Option B( ), None ()
	


2
Proposal

It is proposed to modify TS 23.501 as follows… 
* * * * First Change * * * *(update existing figures)
4.2.3
Non-roaming reference architecture

Figure 4.2.3-1 depicts the non-roaming reference architecture with service-based interfaces within the Control Plane.


Figure 4.2.3-1: 5G System Service-based architecture

Figure 4.2.3-2 depicts the 5G System architecture in the non-roaming case, using the reference point representation showing how various network functions interact with each other.
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Figure 4.2.3-2: Non-Roaming 5G System Architecture in reference point representation
NOTE 1:
N9, N14 are not shown in all other figures however, they may also be applicable for other scenarios.

NOTE 2:
For the sake of clarity of the point-to-point diagrams, the NEF and NRF have not been depicted. However, all depicted Network Functions can interact with the NEF and NRF as necessary.
NOTE 3:
PCEF and NAS are not shown in the user plane function UPF

Figure 4.2.3-3 depicts the non-roaming architecture for UEs concurrently accessing two (e.g. local and central) data networks using multiple PDU Sessions, using the reference point representation. This figure shows the architecture for multiple PDU sessions where two SMFs are selected for the two different PDU sessions. However, each SMF may also have the capability to control both a local and a central UPF within a PDU session.

Figure 4.2.3-4 depicts the non-roaming architecture in case concurrent access to two (e.g. local and central) data networks is provided within a single PDU session, using the reference point representation.
NOTE 1:
N9, N14 are not shown in all other figures however, they may also be applicable for other scenarios.

NOTE 2:
For the sake of clarity of the point-to-point diagrams, the NEF and NRF have not been depicted. However, all depicted Network Functions can interact with the NEF and NRF as necessary.

Figure 4.2.3-3 depicts the non-roaming architecture for UEs concurrently accessing two (e.g. local and central) data networks using multiple PDU Sessions, using the reference point representation. This figure shows the architecture for multiple PDU sessions where two SMFs are selected for the two different PDU sessions. However, each SMF may also have the capability to control both a local and a central UPF within a PDU session.
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Figure 4.2.3-3: Applying non-roaming 5G System architecture for multiple PDU session in reference point representation

NOTE 1:
PCEF and NAS are not shown in the user plane function UPF

Figure 4.2.3-4 depicts the non-roaming architecture in case concurrent access to two (e.g. local and central) data networks is provided within a single PDU session, using the reference point representation.
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Figure 4.2.3-4: Applying non-roaming 5G System architecture for concurrent access to two (e.g. local and central) data networks (single PDU session option) in reference point representation

NOTE 1:
PCEF and NAS are not shown in the user plane function UPF

4.2.4
Roaming reference architectures

Figure 4.2.4-1 depicts the 5G System roaming architecture with local breakout with service-based interfaces within the Control Plane.


Figure 4.2.4-1 Roaming 5G System architecture- local breakout scenario with AF in VPLMN in service-based interface representation

Figure 4.2.4-2 depicts the 5G System roaming architecture with local breakout with AF in HPLMN in service-based interfaces within the Control Plane.


Figure 4.2.4-2 Roaming 5G System architecture - local breakout scenario with AF in HPLMN in service-based interface representation

Figure 4.2.4-2 depicts the 5G System roaming architecture in case of home routed scenario when service-based interfaces within the Control Plane.

Figure 4.2.4-3 Roaming 5G System architecture - home routed scenario in service-based interface representation

Figure 4.2.4-4 depicts 5G System roaming architecture in case of local break out scenario with AF in VPLMN using the reference point representation.
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Figure 4.2.4-4: Roaming 5G System architecture - local breakout scenario with AF in VPLMN in reference point representation
NOTE 1:
PCEF and NAS are not shown in the user plane function UPF

Figure 4.2.4-5 depicts 5G System roaming architecture in case of local break out scenario with AF in the HPLMN using the reference point representation.
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Figure 4.2.4-5: Roaming 5G System architecture -local breakout scenario with AF in the HPLMN in reference point representation

NOTE 1:
PCEF and NAS are not shown in the user plane function UPF

Following figure 4.2.4-6 4 depicts the 5G System roaming architecture in case of home routed scenario using the reference point representation.
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Figure 4.2.4-6: Roaming 5G System architecture-Home routed scenario in reference point representation

NOTE 1:
PCEF and NAS are not shown in the user plane function UPF

* * * * Next Change * * * *(update existing text)
4.2.6
Reference points

The 5G System Architecture contains the following reference points:

N1:
Reference point between the UE and the Access and Mobility Management function.

N2:
Reference point between the (R)AN and the Access and Mobility Management function.

N3:
Reference point between the (R)AN and the User plane function (UPF).

N4:
Reference point between the Session Management function (SMF) and the User plane function (UPF) .
N4:
Reference point between the Session Management function (SMF) and the NAS at User plane function (UPF)
PNG7:
Reference point between the Policy Function (PCF) and the policy and charging enforcement function  PCEF at User plane function (UPF)
N5:
Reference point between the Policy Function (PCF) and an Application Function (AF).

N6:
Reference point between the UP function (UPF) and a Data Network (DN).
N6R
Reference point between the policy and charging enforcement function PCEF and the NAS network access service at User plane function (UPF)
NOTE:
The traffic forwarding details of N6 between a UPF acting as an uplink classifier and a local data network will not be specified in this release.

N7:
Reference point between the Session Management function (SMF) and the Policy Control function (PCF).

N7r:
Reference point between the vPCF and the hPCF.

N8:
Reference point between Unified Data Management and AMF.
N9:
Reference point between two Core User plane functions (UPFs).

N10:
Reference point between UDM and SMF.

N11:
Reference point between Access and Mobility Management function (AMF) and Session Management function (SMF).

N12:
Reference point between Access and Mobility Management function (AMF) and Authentication Server function (AUSF).

N13:
Reference point between UDM and Authentication Server function (AUSF).

N14:
Reference point between two Access and Mobility Management functions (AMFs).

N15:
Reference point between the PCF and the AMF in case of non-roaming scenario, V-PCF and AMF in case of roaming scenario.

N16:
Reference point between two SMFs, (in roaming case between V-SMF and the H-SMF).
* * * * Next Change * * * *(update existing text)
6.2.3
UPF

The User plane function (UPF) is comprised by two components, a Basic network access service function (NAS) and the policy and charging enforcement function (PCEF) which includes the following functionality. Some or all of the UPF functions may be supported in a single instance of a UPF:

-
Anchor point for Intra-/Inter-RAT mobility (when applicable).

-
External PDU session point of interconnect to Data Network.

-
Packet routing & forwarding.

-
Packet inspection and User plane part of Policy rule enforcement.

-
Lawful intercept (UP collection).

-
Traffic usage reporting.

-
Uplink classifier to support routing traffic flows to a data network.

-
Branching point to support multi-homed PDU session.

-
QoS handling for user plane, e.g. packet filtering, gating, UL/DL rate enforcement

-
Uplink Traffic verification (SDF to QoS flow mapping).
-
Transport level packet marking in the uplink and downlink.

-
Downlink packet buffering and downlink data notification triggering.
· Basic NAS function description

· Tunnel termination point  

-  Anchor point for Intra-/Inter-RAT mobility

-  
External PDU session point of interconnect to Data Network

-
Packet routing & forwarding

-
Lawful intercept (UP collection)

-
Branching point to support multi-homed PDU session

-
Downlink packet buffering and downlink data notification triggering
· Basic PCEF function description

-
Packet inspection and User plane part of Policy rule enforcement.

-
Traffic usage reporting

-
Uplink classifier to support routing traffic flows to a data network

-
QoS handling for user plane, e.g. packet filtering, gating, UL/DL rate enforcement

-
Uplink Traffic verification (SDF to QoS flow mapping)

-
Transport level packet marking definition in the uplink and downlink

NOTE:
Not all of the UPF functions are required to be supported in an instance of user plane function of a network slice.
* * * * END of Changes * * * *
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