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1
Introduction

The NextGen study was concluded without agreeing a solution to this issue due to lack of time. According to the conclusion in TR 23.799 clause 8.14 it was agreed to work on solutions as part of the normative phase:

The architecture should support mechanisms to avoid issues caused by the persistence ("stickiness") of UE-specific associations on at least NG2.

The Key Issue in TR 23.799 clause 5.19.2.2 states the following:

When a Network Function is created, deleted, or moved, either within a data centre or between data centres, the IP address used by a remote entity (e.g. NG RAN node, MMF, SMF, UPF, SDM, etc.) to route signalling/data to that NF might (or might not) change.

If the IP address of such a Network Function does change, then it is very important that there is no need for UE interaction.
In a virtualised environment, this AMF could be instantiated multiple times in one or multiple data centres.

the Next Generation system should permit complete NAS procedures (c.f. EPC Attach procedure) to be executed on the same instance of the AMF.

the Next Generation system should permit time-separated NAS procedures from one UE to use different instances of the AMF.
The magenta highlight above point to the main problem caused by NG2 stickiness i.e. the need for UE interaction in case the UE context is moved from one AMF to another. In EPC today this interaction corresponds to GUTI reallocation (which involves some or all of the following procedures: paging, S1/RRC release with special cause, TAU).
The yellow and cyan highlight provide architectural requirements for a potential solution, namely: an atomic NAS or NG2 procedure must be executed on the same AMF instance, whereas time-separated NAS/NG2 procedures can be executed on different AMF instances. These requirements can be referred to as “control of stickiness”. Given that the cause of the problem is migration of AMF instances (or UE contexts) within the CN, it seems obvious that the control of stickiness needs to be performed by the CN (not by the RAN).
The green highlight points to the fact that AMF instances handling the same geographical area can be instantiated in geographically distant data centres.
2
Architecture requirement(s)
Based on the previous discussion we propose that the solution for control of stickiness of UE-specific associations needs to satisfy the following architecture requirement(s):

-
The 5G system shall support the transfer of UE-specific association from one NG2 instance to another under the control of the CN and without interaction with UE.

3
Architecture enablers

During the conference call ahead of the meeting it was commented that:

-
The definition of “AMF instance” is not clear and may be very much implementation dependent.

-
In some solutions the “5G GUTI” may point to a specific “AMF group” and a specific “AMF instance” within the “AMF group”, whereas in some other solutions it may only point to the “AMG group”.

-
The control of NG2 stickiness should allow for all possible implementations.  
Our suggestion would be to focus on the NG2 enablers for NG2 stickiness control and leave it to implementations to use them as they see fit.

For UE in Connected state the RAN can be in one of the following two states: 1) either it has a “sticky” NG2 association for this UE, or 2) it does not.

The system should support the following architecture enablers:
1a.
RAN shall be able to use “designated” NG2 instances (from the set of NG2 instances associated with an “AMF group”) for forwarding the initial NAS/NG2 message. This is needed when the RAN does not have a “sticky” NG2 association for this UE.
1b.
Alternatively, RAN shall be able to randomly select an NG2 instance (from the set of NG2 instances associated with an “AMF group”) for forwarding the initial NAS/NG2 message. This is needed when the RAN does not have a “sticky” NG2 association for this UE.
2.
CN shall be able to re-route the request for establishment of UE-specific association to another NG2 instance (similar to the mechanisms already agreed for initial AMF selection in 23.502).
3.
RAN shall be able to request establishment of new NG2 instance on the fly during the re-routing procedure, if so requested by the CN.
4.
CN shall be able to release the “sticky” UE-specific association on NG2, even for UE in Connected state.

5.
Upon release of the “sticky” UE-specific association on NG2 the CN shall be able to control/restrict the subset of NG2 “designated” instances that can be used by RAN for subsequent requests for NG2 “sticky” association on per-UE basis. This is needed to support operation across geographically distant data centres.
The requirements in bullets 2 and 3 above look very similar to the A and B options in the “NAS message redirection” procedure described in draft TS 23.502 Figure 4.2.2.2.3-1. It is noted that the “NAS message redirection” procedure is defined for the specific case of initial AMF selection; nevertheless, once the re-routing mechanisms are in place, it should be straight-forward to adapt them for control of NG2 “stickiness”.
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Figure 4.2.2.2.3-1: NAS message redirection procedure
4
Example
Described in this section is a solution for “stickiness” control of UE-specific associations on the NG2 interface.

The solution is based on the assumption that:

-
The temporary UE identifier (“5G GUTI”) does not identify a specific AMF instance, but it does point to an “AMF group”.
-
The AMF instances belonging to the same “AMF group” can reside in geographically distant data centres.

The solution assumes that there is one or more “designated” NG2 instance (enabler 1) towards each data centre, as illustrated in Figure 1.
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Figure 1:  Architecture with virtual NFs in multiple Data Centres
NOTE: The figure refers to a “TNL association” which is a RAN3 term designating the transport network level association that is used to support the NG2 instances between RAN and CN. In EPS today the TNL association is realised as a single SCTP association. Also today in EPS there is 1:1 relationship between an S1-AP instance and a TNL association. This does not need to be the case in the 5G system. It is up to RAN3 to decide how the “TNL association” will be implemented.
In addition to the designated set of NG2 instances the RAN may also have a pre-established set of “non-designated” NG2 instances that are used for exchange of NG2 signalling with the serving AMFs instances. In some case the non-designated NG2 instances (and the underlying TNL associations) can be established on the fly, based on information received from the CN.

The general principle of this solution is the following:

1.
If the RAN does not have a UE-specific NG2 association when it needs to initiate NG2 message exchange with the CN, it uses one of the designated NG2 instances to send the NG2 message (enabler 1a). The CN selects (or retrieves) the serving AMF for this UE and assists the RAN in establishing an NG2 “sticky” association with the assigned serving AMF. The establishment of the “sticky” NG2 association can be done based on re-routing (enabler 2) or by establishing a new NG2 instance on the fly (enabler 3).

2.
As long as RAN has a UE-specific NG2 association, it uses it for sending of NG2 messages.

3.
At any instant the CN may decide to release the UE-specific NG2 association (enabler 4), in which case the RAN needs to go through the “designated” NG2 instances again for future transactions. Upon release the CN may decide to restrict the future transactions on a subset of NG2 instances (enabler 5).
Depicted in Figure 2 is a call flow describing the procedure for control of “stickiness” on NG2.
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Figure 2: Stickiness control of UE-specific RAN-CN association on NG2
In reference to Figure 2 the overall procedure is described as follows:

1. UE initiates a NAS signalling transaction. In contrast to EPS today, the temporary UE identifier does not identify a specific AMF instance (although it does identify a specific “AMF group”).

2. As the RAN does not have a UE-specific RAN-CN association for this UE, it uses one of the designated NG2 instances to send the NG2 message to a “default AMF” residing in Data Centre 1 (DC 1). The RAN may generate a one-time token (a transaction identifier) in the initial message to the CN.

3. The “default AMF” selects a serving AMF in Data Centre 1 for this UE and assists the RAN in establishing a RAN-CN association with the assigned serving AMF.

4. Having selected a serving AMF, the “default AMF” forwards the NG2 message to the selected serving AMF.

5. The serving AMF sends an NG2 message to the RAN via an existing TNL association to confirm the establishment of the RAN-CN association. The message may include the one-time token that was generated by RAN in order to enable linkage of the outgoing and incoming messages. The NG2 message returned by the serving NF may be a dummy message used only to complete the establishment of the RAN-CN association, or it may carry a message corresponding to an e2e signalling transaction.

6. This UE-specific RAN-CN association between RAN and the serving AMF becomes “sticky” i.e. for all UE-specific signalling on the interface between RAN and CN the messages are exchanged over the same NG2 instance. In other words, the RAN node does not need to go via a “designated” NG2 instance as long as it has a “sticky” UE-specific RAN-CN association.

7. At some point the CN determines that it needs to terminate the UE-specific RAN-CN association. For example, this is the case when the CN has managed to synchronise the UE context across all Data Centres that serve this RAN node.

8. The current serving AMF sends a message to RAN indicating that the UE-specific RAN-CN association is terminated.

NOTE: Step 8 can be performed even without prior execution of step 7. In other words, the CN may decide to terminate the “sticky” UE-specific RAN-CN association without prior synchronisation of UE context across all Data Centres serving this RAN node. In such case the release message needs to indicate to the RAN node that in future it must attempt to use a “designated” NG2 instance from the same Data Centre.

9. At some point the UE initiates a new NAS transaction with the CN.

10. Given that the RAN does not have a “sticky” UE-specific RAN-CN association for this UE, the RAN sends the initial NG2 message via a “default AMF” by using one of the designated NG2 isntances. Unless CN has indicated in step 8 that RAN must use an NG2 instance from the same Data Centre, the RAN node may send the initial NG2 message using an NG2 instance in a different Data Centre.

11-13. These steps are similar to steps 3-5.

5
Relation between “AMF groups”, Network Slices and Data Centres

An “AMF group” is a set of AMF instances handling the same geographical area. It is equivalent to the notion of “MME pool”.
The AMF instances from the same “AMF group” may be spread across geographically distant data centres.
Relation between “AMF groups” and Network Slices is FFS.
6
Proposal

It is proposed to agree the following architecture requirement:

-
The 5G system shall support the transfer of UE-specific association from one NG2 instance to another under the control of the CN and without interaction with UE.

It is proposed to agree the following architecture enablers for NG2:

1a.
RAN shall be able to use “designated” NG2 instances (from the set of NG2 instances associated with an “AMF group”) for forwarding the initial NAS/NG2 message. This is needed when the RAN does not have a “sticky” NG2 association for this UE.
1b.
Alternatively, RAN shall be able to randomly select an NG2 instance (from the set of NG2 instances associated with an “AMF group”) for forwarding the initial NAS/NG2 message. This is needed when the RAN does not have a “sticky” NG2 association for this UE.
2.
CN shall be able to re-route the request for establishment of UE-specific association to another NG2 instance (similar to the mechanisms already agreed for initial AMF selection in 23.502).
3.
RAN shall be able to request establishment of new NG2 instance on the fly during the re-routing procedure, if so requested by the CN.
4.
CN shall be able to release the “sticky” UE-specific association on NG2, even for UE in Connected state.

5.
Upon release of the “sticky” UE-specific association on NG2 the CN shall be able to control/restrict the subset of NG2 “designated” instances that can be used by RAN for subsequent requests for NG2 “sticky” association on per-UE basis. This is needed to support operation across geographically distant data centres.
It is proposed to agree the following proposal for inclusion in TS 23.502, either as a new subclause in clause “4.1 Connection, Registration and Mobility Management procedures” or in clause “4.7 RAN-CN interactions”.
######################### TEXT PROPOSAL FOR TS 23.502 ###########################

4.1
Connection, Registration and Mobility Management procedures

4.1.1
Registration procedures

4.1.2
Service Request procedures

4.1.3
Temporary Identity Reallocation procedure

4.1.4
Reachability procedures
4.1.x
Stickiness control of UE-specific associations on N2
To control stickiness (i.e. persistence) of UE-specific associations on N2 the following architecture requirement applies:

-
The 5G system shall support the transfer of UE-specific association from one N2 instance to another under the control of the CN and without interaction with UE, including the case when UE is in Connected state.

To control stickiness of UE-sepcific associations on N2, the N2 reference point supports the following architecture enablers:

1a.
RAN shall be able to use “designated” N2 instances (from the set of N2 instances associated with an “AMF group”) for forwarding the initial NAS/N2 message. This is needed when the RAN does not have a “sticky” N2 association for this UE.
1b.
Alternatively, RAN shall be able to randomly select an N2 instance (from the set of N2 instances associated with an “AMF group”) for forwarding the initial NAS/N2 message. This is needed when the RAN does not have a “sticky” N2 association for this UE.
2.
CN shall be able to re-route the request for establishment of UE-specific association to another N2 instance (similar to the mechanisms already agreed for initial AMF selection in 23.502).
3.
RAN shall be able to request establishment of new N2 instance on the fly during the re-routing procedure, if so requested by the CN.
4.
CN shall be able to release the “sticky” UE-specific association on N2, even for UE in Connected state.

5.
Upon release of the “sticky” UE-specific association on N2 the CN shall be able to control/restrict the subset of N2 “designated” instances that can be used by RAN for subsequent requests for N2 “sticky” association on per-UE basis. This is needed to support operation across geographically distant data centres.
3GPP

SA WG2 TD


_1547482207.vsd
Serving AMF
(DC 2)


UE


RAN


« default AMF »
(DC 1)



_1547631048.vsd
UE


RAN


« default »
AMF



(B)
(A)
RAN
Initial AMF
NRF
Target AMF
2. NF discovery request
3. NF discovery response
4. Reroute NAS message
6. Initial UE context setup
5a. Reroute NAS message
5b.Initial UE message
1. Initial UE message
7. Initial UE context setup response



