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Abstract of the contribution: This paper proposes an architectural assumptions and solutions of the stateless AMF to address the issues raised to support virtualised environments. 

1
What is captured in TR 23.799 conclusions
In TR 23.799, the following agreements are captured on Key Issue #19: Architectural impacts when using virtual environments

	The architecture should support mechanisms to avoid issues caused by the persistence (“stickiness”) of UE-specific associations on at least NG2.
NOTE 1:
 Solutions should be developed during normative phase 

NOTE 2:
Other reference points may be considered.


In TR 23.799, the following agreements are captured on Key Issue #7: Network function granularity and interactions between them
	5.
To support “stateless” NFs (where the “compute” resource is decoupled from the “storage” resource that stores state as opaque data), 3GPP will specify (possibly by referencing) interfaces from NFs to a data storage function. NFs may use data storage function to store opaque data.


In addition, TR 23.799 captures the issues to be addressed when using virtual environment as follows:

	5.19.2.1
Avoid UE interaction from NF Load Balancing, Scaling and Migration

When a Network Function is created, deleted, or moved, either within a data centre or between data centres, the IP address used by a remote entity (e.g. NG RAN node, MMF, SMF, UPF, SDM, etc.) to route signaling/data to that NF might (or might not) change.

If the IP address of such a Network Function does change, then it is very important that there is no need for UE interaction. The need to avoid UE interaction is to avoid radio interface signaling load, UE battery consumption and to handle cases where the UE is out of coverage or in Power Save Mode's/eDRX's deep sleep state.
5.19.2.2
Scaling in/out of the AMF, and, handling of long lived NG1/2 connections 

Once registered on the (V) PLMN, other key issues have concluded that the UE accesses the network with a temporary ID that is used to route the UE's Initial NAS message to the 'registered' AMF. 

In a virtualised environment, this AMF could be instantiated multiple times in one or multiple data centres.

To avoid the need for interaction between the AMF's compute and storage resources at every step of a NAS procedure (and hence to maintain low control plane latency), the Next Generation system should permit complete NAS procedures (c.f. EPC Attach procedure) to be executed on the same instance of the AMF.

To allow for the effective scaling in, and scaling out, when long-lived NG1/2 connections are in use (e.g. for the "RRC-connected-inactive" sub-state) the Next Generation system should permit time-separated NAS procedures from one UE to use different instances of the AMF.


2
Architectural Assumptions
AMF Group is a collection of AMF Compute Instances which are connected to network entities with a set of transport addresses. Within an AMF Group, the AMF Compute Instances share the multiple transport addresses for the peer network entities to connect.

The peer NFs of the AMF shall use AMF Group Identifier to route the signaling messages to the AMF.
· RAN-node uses the AMF Group ID in 5G-GUTI provided by the UE.
· The new AMF uses AMF Group ID in 5G-GUTI provided by the UE during AMF relocation scenario triggered by tracking area update.
· The peer NFs other than RAN-node and the new AMF (i.e. SMF, UDM, AUSF and UDM) shall maintain the AMF group identification information for the given UE.
· The AMF group may have multiple transport addresses. One of them can be selected by the associated NF (when the peer NF starts a new transaction)
· For example, RAN node selects one of TNL addresses of AMF Group when it have to send Initial UE message triggered by the UE’s Service Request.
· For example, SMF selects one of the transport addresses of AMF group when it has to send Downlink Data Notification triggered by the UPF
· For example, UDM selects one of transport addresses of AAA connection (i.e. SCTP if diameter is used) when it has to send Cancel Location to the AMF. It is FFS whether Cancel Location is required
· For example, AUSF selects one of transport addresses of AAA connection (i.e SCTP if diameter EAP application is used for the N12) if the N12 feature requires AUSF triggered Re-authentication.
· For example, PCF selects one of transport addresses of AAA connection (i.e. SCTP if Rx is enhanced to support N15) if the N15 feature requires PCF triggered UE mobility policy update.
This figure shows a conceptual architecture to show the relationship between AMF Group, Data Storage and the AMF Compute Instance. AMF Compute Instance manages the session context with each peer NFs. The AMF UE context may be stored in the Data Storage Function within which UE’s temporary identifier (equivalent to M-TMSI in EPS) is uniquely identified.
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<Figure 1. AMF Group Architecture>
To support scaling up and down, handling of long lived N1/N2 connections and VM migration for AMF, it is proposed to support the AMF UE Context deactivation and reactivation using Data Storage Function.
AMF UE Context deactivation: The RAN node or AMF may trigger AMF UE Context deactivation when the AMF UE Context is active among UE, RAN node, SMF, UDM, AUSF and PCF. When AMF is required to remove its context based on the triggering event, it stores the UE context information to the Data Storage Function. An example procedure is described in figure 2.
1. AMF deleted the session contexts with peer nodes. AMF releases N2-AP session context with RAN node in step 2. AMF may request to delete N11 session context if it exists in step 2. AMF may request to delete N8/N12/N15 session context with UDM in step 3-1, 3-2, and 3-3 respectively.

NOTE: In case AMF and SMF uses the same DSF, the step 1 may not be needed. In case of designing stateless N11 session protocol, the step 1 may be needed. In case SMF maintaining the transport address for the AMF the step 1 is may be required.
2. AMF stores the AMF UE Context to the DSF in the step 4.
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<Figure 2: An example procedure 1. AMF UE Context deactivation>
3. After the AMF UE Context is deactivated, AMF Compute Instance can be deleted (i.e. scale-down) and AMF UE Context stored in the DSF Instance can be replicated or moved. NOTE: Even in this state, AMF Compute Instance may have a UE Context with a cache or may not have a UE Context. 

AMF UE Context reactivation: RAN node, AMF, SMF or UDM/AUSF/PCF may trigger AMF UE Context reactivation when AMF UE Context is deactivated. An example procedure is described in figure 3.
1. AMF retrieves AMF UE Context from DSF in step 1.
2. AMF re-establishes session contexts with peer nodes. AMF reestablishes N2 context with RAN node in step 2. AMF activates or modifies the N11 session with SMF in step 3. AMF reactivates N8, N12 and N15 session in UDM, AUSF and PCF in step 10-1, 10-2 and 10-3 respectively if required.
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<Figure 3: An example procedure 2. AMF UE Context reactivation>

3. After the AMF UE Context is reactivated, AMF Compute Instance which has at least one UE context shall not be deleted. Transport Network Layer Association is used for transaction between the AMF and the peer NFs.
3
How the proposed architecture and feature is beneficial?
How the proposal is useful to address issues?

· It avoid stickiness of session contexts on the associated reference points around AMF (i.e. N2, N8, N11, N12, N15)
· In other words, it removes the N2-AP context for the N2 (with RAN), N11 session context (UE ID and PDU session ID) for the N11 (with SMF), AAA session ID for N8 with UDM if cancel location is used, N12 session contexts e.g N12 AAA session ID if N12 feature requires AUSF triggered re-authentication, N15 session contexts e.g N15 AAA session ID if N15 feature requires the PCF triggered mobility policy update.

· It can be used for scale up/down of AMF 
· In particular, deleting the AMF UE Context from the AMF can be used for the scale-down scenario
· Load rebalancing without awaking the UE (within AMF group).
· Since 5G-GUTI includes AMF Group Identifier to retrieve the AMF UE Context within AMF group, RAN can select one of AMF compute instance from the AMF group. 
· Time separated NAS transaction over long live N1/N2 connection: 
· It can be realized by deactivating AMF UE Context in one AMF and reactivating AMF UE Context in another AMF. 
· AMF geo redundancy operation (from AMF Group 1 to AMF Group 2)
· After deactivating AMF UE Context in AMF Group 1 (in one data center) to store it to the DSF, it synchronizes or migrates the DSF from AMF Group 1 to AMF Group 2 across data centers. In addition, it re-configures the RAN routing information to the AMF Group 2. It reactivates AMF UE Context in AMF Group 2.
· It is FFS for interoperability issue between different vendor’s implementations
4
Proposals
It is proposed to discuss and agree on the following:

1. 5G-GUTI includes at least AMF Group Identifier. Note that it is FFS whether an additional identifier to reference the AMF UE context is required.
2. Architectural assumption where AMF transport network address handling is separated from the AMF session contexts.

A. For N2 connection, 5G-RAN selects one of multiple configured TNL addresses of the AMF Group ID based on AMF load information.
B. For N11 connection, the SMF can selects one of the transport addresses within AMF Group. N11 protocol is required to support dynamic instantiation of the AMF UE Context.
C. For N14 reference point, the new AMF can selects one of transport addresses within old AMF group identified by AMF Group ID provided by the UE.

D. For N8/N12/N15 connection, the UDM/AUSF/PCF selects one of transport addresses of the connection if the connection oriented protocol is used and the peer initiated feature is required.

3. Discuss and agree the AMF UE Context deactivation and reactivation for 5G system to support scaling up and down, handling of long lived N1/N2 connections and VM migration for AMF.
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