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Abstract of the contribution: This paper proposes an update of the solution 4.22: Session management per PDU session.
1. Introduction
This paper proposes solution update of session management per PDU session. 
2. Discussion
2.1 Non-necessary parameter in Paging Request in Downlink traffic
For downlink traffic handling for independent session management, 
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Figure 6.4.22.2-2: Signalling flow for session activation in MT case

Step 3 Paging request contains ‘Session ID’ that should be activated. However, step 5 also includes ‘session ID’, which is the same parameter as that of step 3. This means that CCNF (MMF) keeps the session ID and it does not need to send it to UE. 
Proposal 1. In downlink traffic handling, Paging request does not need to have session ID which will be delivered in step 5.
2.2 Optimization of session activation in MT case
In Figure 6.4.22.2-2: Signalling flow for session activation in MT case, when UE receives Paging request, UE sends Service Request with session ID which should be activated. Based on the discussion in clause 2.1, however, we can remove the session ID in step 3 and replace ‘session ID’ of step 4 Service request, which UE wants to activates due to generation of uplink traffic. For more detail, if UE has more than one session to be activated, step 4 Service Request can contain multiple session IDs. Based on the session IDs sent from UE, CCNF (MMF) activates the session for downlink traffic and other session(s) requested by UE. 
Proposal 2. Step 4: Service Request in downlink traffic handling can have session ID(s) which UE want to activate for uplink traffic.
2. Proposal
It is proposed that the following revision marked changes are made to TR 23.799 v1.0.0. 
* * * * Start of 1st Change * * * *
6.4.22
Solution 4.22: Session management per PDU session
6.4.22.1
Architecture Description

This solution applies to key issue 4 on session management and key issue 5 on efficient user plane paths. The solution addresses the following work tasks:

-
KI#4: SM_WT#1 (SM model);

-
KI#4: SM_WT#2 (relation between SM and MM);

The proposed solution is based on the following principles:

-
The session management function (SMF) and mobility management function (MMF) are split in different network functions. In the particular case of UE registered with multiple network slice instances, the UE would be served by multiple SMFs, i.e. multiple PDU session are established.


-
Multiple PDU sessions (to the same or to different network slices) are established for a given UE. A PDU session can be in Idle state or Active state.

-
A UP connection (including data radio connection and NG3 tunnel establishing) can be activated for a single PDU session. UP connections for other PDU sessions (to the same or to other network slices) can be activated/deactivated independently.

-
The procedures for PDU session activation and deactivation are proposed, meaning:

-
PDU session activation is the transition to "Active" session state in the SMF and the UP connection is established;

-
PDU session deactivation is the transition to "Idle" session state in SMF and the UP connection is released/deactivated.

-
Similar to the existing SM in GPRS and EPS, this solution does not preclude to perform SM (i.e. Active/Idle transition management) for all existing PDU sessions together. Whether to perform activation of all PDU sessions or activation of individual PDU session can be based on subscription and UE capability.

NOTE:
A PDU session establishment procedure is the initial establishment of a PDU session where UE context is installed in the corresponding SMFs and UPFs. The PDU session activation procedure is the activation/establishment of UP connection (e.g. radio data connection and NG3 tunnel).

The reference architecture is shown in the following figure. The common control plane network functions (CCNF) may include mobility management function or AAA functions as described in solution 1.2. The dedicated control plane network functions (Ded. CP NF) may include the session management function (SMF) and optionally the policy control function (PCF).
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Figure 6.4.22.1-1: Reference Architecture with 3 PDU sessions to different network slices with independent session management functions (SMF)

6.4.22.2
Function description
Figure6.4.22.2-1 shows independent session state machines per existing session (i.e. per network slice, or PDU session). The session (SM) state machine can be maintained in the SMF as part of the UE's SM context in the SMF. The SM state machine is also maintained in the MMF.

The CCNF (e.g. MMF) knows the session state (Idle or Active) in SMFs for all the established PDU sessions. With this, in addition to the mobility (MM) context, the MMF maintains also state information for all established PDU sessions.
For example, if a PDU session is deactivated (i.e. the UP connection is released but context is kept in UE, SMF/UPF) the MMF knows that the corresponding SMF should not be updated when the UE moves and changes RAN node. In contrary, if a PDU session is activated, the MMF knows that the corresponding SMF should be updated with the new (R)AN node details (e.g. IP address, tunnel identifier, transport port ID, or other parameters) each time when a (R)AN node changes due to UE mobility.

NOTE 1: The details about the MM states are in the scope of KI#2 Mobility Management, and thus, can be different from the MM states shown in Figure 6.4.22.2-1
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Figure 6.4.22.2-1: Multiple session state machines (one per established session) and a single mobility state machine

Figure 6.4.22.2-2 shows an example of the signalling flow for session activation triggered by DL data arrival which is independent from other PDU sessions.
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Figure 6.4.22.2-2: Signalling flow for session activation in MT case

The steps for session activation due to DL data transmission are described as follows:

1.
The UPF2 initiates Activate session request procedure for the establishment of UP connection.

2.
The SMF2 initiates Activate session request procedure towards the CCNF (e.g. MMF). SMF2 includes session ID, QoS parameters, paging priority and UPF ID (needed for NG3 tunnel establishment, e.g. IP address, tunnelling endpoint ID and/or transport layer port ID). If the CCNF has another Activate session request procedure in progress with other SMF (e.g. SMF1) and the Activate session request message from the SMF2 has equal or less paging priority than the one in progress., the CCNF does not initiates new paging procedure to the UE.

3-4. If the MMF is in Standby state, the MMF initiates the paging procedure to the UE.  If the MMF is in Ready state i.e. there is an active session on going with UPF1, the CCNF sends service notification message to the UE over the NG1 interface instead of performing paging procedure.

4.
UE sends the Service Request message to the CCNF. The Service Request message includes the session ID(s) where UE has uplink data, but corresponding session(s) are not activated.
5-7. The CCNF (e.g. MMF) performs UE context setup procedure towards the RAN node based on session ID(s) for downlink and/or uplink traffic if requested by UE. The SM state(s) in the UE for PDU session(s) changes to "Active" and the UE is able to receive/send data.

8. MMF responds to step 2 towards SMF2 including the RAN node UP information for NG3 tunnel establishment. If the CCNF has Activate session request messages received from multiple SMFs, then multiple Activate session response messages are responded to corresponding SMFs.

9. SMF2 updates UPF2 with the information needed for NG3 tunnel establishment.

Figure 6.4.22.2-3 shows an example of the signalling flow for session activation triggered by UL data transmission which is independent from other activation of other PDU sessions.
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Figure 6.4.22.2-3: Signalling flow for session activation in MO case

The steps for session activation due to UL data transmission are described as follows:

1.
Due to UL data for PDU session 2, the UE initiates RRC connection establishment with RAN node to transmit an initial NAS message. If UE has active session (MM in Ready state), the UE skips this step and performs step 3.

2.
If UE does not have any active sessions, UE sends the Service Request message to the CCNF. The Service Request message includes the session ID that UE wants to activate.

3.
If UE has an active session (MM in Ready state), the UE sends NAS SM session activation message which includes the session ID that UE wants to activate.

4-6. The CCNF (e.g. MMF) performs Activate session procedure with the SMF2. SMF2 updates the UPF2, if needed, and replies to MMF with the corresponding stored QoS parameters and UPF ID.

7-9. The CCNF (e.g. MMF) performs UE context setup procedure to the RAN node. The SM state in the UE for this PDU session changes to "Active" and the UE is able to receive/send data for this PDU session.

10-12. MMF performs Update session procedure to towards the associated SMF2 to inform SMF2 and UPF2 about the RAN node UP information for NG3 tunnel establishment.
The procedure for session deactivation includes the release of the UP connection (data radio connection and NG3 connection/tunnel), whereas the UE's context in the SMF and the NAS SM context in the UE are kept, however the state is "Idle". The session deactivation procedure can be initiated by the RAN node.

6.4.22.3
Solution evaluation

Editor's note:
This clause will contain evaluation on the system impacts, e.g., UE, access network and non-access network.
* * * * Start of 2nd Change * * * *
8.4
Interim Agreements on Session management and Service Continuity (Key Issue #4, 5 and 6)

Interim agreements on Session Management and Service Continuity (Key Issue #4, 5 and 6) are as follows:

1.
The NextGen system shall support an UE establishing multiple separate PDU sessions, to the same data network or to different data networks, via 3GPP and Non-3GPP access networks at the same time In this case each PDU session is routed over only a single access network. The choice of the access to use for a PDU session is based at least on network policy, service requirements and user subscription
NOTE 1:
Support of WLAN integrated at RAN level is under RAN responsibility, and CN related aspects will be considered as needed based on RAN decision

NOTE 2:
The definition of policy for selecting the access to route the PDU Sessions (e.g. service requirements, user subscription, etc ) and how it is usedare FFS
2.
The NextGen system should support PDU sessions to the same data network where the traffic of a PDU session can be simultaneously carried over multiple access, and where one access is a 3GPP access and the other is a non-3GPP . The support will be handled in phase 2.
NOTE 3:
The definition of policy for selecting the access where to route the traffic of the PDU Session (e.g. service requirements, user subscription, etc) and how it is usedare FFS
3.
The NextGen system should support the ability to have multiple PDU sessions to the same Data Network and served by different UP functions terminating NG6.
4.
The User Plane format in NextGen on NG3 and between UP functions shall at least support per PDU Session tunnelling, as described in clause 6.4.10. This applies to both non-roaming and roaming UP interfaces.

Editor's note:
The granularity of the tunnelling for non-3GPP accesses is FFS.
Editor's note:
Whether an additional tunnelling granularity variant will be supported for stationary UEs is FFS.
4.
The following PDU session types are supported: IPv4, IPv6, Ethernet, Unstructured.

5.
As the same set of features and use cases may not be applicable to both IPv4 and IPv6 (e.g. multi-homing, access to local network etc) it is beneficial to treat IPv4 and IPv6 separately in NextGen CN. Therefore, for the first normative release, PDU sessions for PDU type IP shall contain only one IP version. This implies:

-
The NGC supports dual Stack UEs by using separate PDU sessions for IPv4 and IPv6.

-
The NGC does not support dual stack PDU Session (PDU Session type IPv4v6).

NOTE 4:
To support interworking with EPC the same solution as was used for interworking between Gn/Gp and S5 can be used, i.e. by using single-stack PDN Connection in EPC for the UEs that may move to NextGen core.
6.
A UE may ATTACH to the network without requiring the establishment of any PDU Session.
7.
For the 3GPP access the user plane path in the NextGen core consists of user plane Functions (UPF). The number of UPFs for a PDU Session is not imposed by the specification but phase 1 specifications shall support at least deployments with one single UPF used to serve a given PDU session.

NOTE 5:
Deployments with one single UPF used to serve a PDU session do not apply to the Home Routed case.
8.
For UE with multiple PDU sessions there is no need for mandatory "convergence point" similar to the SGW. In other words, going out of the AN, the user plane paths of different PDU Sessions (to the same or to different DNN) belonging to the same UE may be completely disjoint. This also implies that for idle mode UEs (if NextGen IDLE state is supported) there can be a distinct buffering node per PDU Session.

Editor's note:
this may be revisited based on conclusions on Key Issue 2 on QoS about AMBR enforcement.
9.
In case of deployments with SM PDU session control in the HPLMN, for one PDU session
a.
a SMF entity in the serving PLMN and a SMF entity in the HPLMN are involved.

b.
at least an UPF in the serving PLMN and at least an UPF in the HPLMN are involved.

Editor's note:
it is FFS whether NAS SM signalling is terminated in the VPLMN or in the HPLMN. The VPLMN may have to reject PDU sessions from the UE e.g. due to overload control.

Editor's note:
Whether this may apply to LBO is FFS.
10.
In order to facilitate the introduction by a HPLMN of new features for PDU sessions, NGC specifications shall support deployments with SM PDU session control in the HPLMN where only the HPLMN is responsible of enforcing (service delivery) and controlling (e.g. subscription check) some parameters (e.g. related with the service on NG6) of the PDU session:
-
This means that the SMF in VPLMN is not meant to understand some of the information exchanged between the UE and the network in NAS signalling but relays it transparently to the SMF in HPLMN. The SMF in HPLMN is responsible to check whether via this NAS information transparently relayed by the SMF in VPLMN is compliant with the user subscription.
-
the SMF in the VPLMN is nevertheless assumed to understand some of the NAS information related with a PDU session for deployments with SM PDU session control in the HPLMN.
Editor's note:
It is FFSS if the decision of whether the session is to be handled in LBO or HR mode is taken by the V-SMF or the H-SMF (e.g. based on the DNN).
-
the SMF in the VPLMN needs to handle and to check wrt roaming agreements QoS requests from the SMF in HPLMN.
11.
For home routed traffic, a UPF in the VPLMN is allocated to support the PDU session. As an example, this is to enable routing of the traffic of a PDU session between the HPLMN and the VPLMN, to minimize the impact on the HPLMN of the UE mobility within the VPLMN (for scenarios where SSC1 is applied), and to avoid requiring for idle mode UEs (if NextGen IDLE state is supported) that the UPF in the HPLMN acts as buffering node for the PDU Session.

12.
The establishment of a PDU Session may be authorized/authenticated by an external DN via the SMF.
Editor's note:
the extent of specification work in 3GPP to enable such authorization/authentication is FFS and depends on SA3 work.

Editor's note:
The interaction between the NGC and external Data Networks needs to be specified by 3GPP to provide transport of signalling for PDU session authorization/authentication by the external Data Network.
13.
The principle of the SSC modes described in section 6.6.1 is endorsed with following additions:
A
Principles described in Sub-clause 6.6.1.2.4: "CN-prepared PDU Session modification followed by notification to UE (SSC mode 3)" is only endorsed for IPv6 traffic.
B
Sub-clause 6.6.1.2.6 is not endorsed.
Editor's note:
It is FFS how to support interactions between SSC mode 1and multi homing

NOTE 6:
For SSC mode 3, when an UE has been notified that a new user plane path has been established, the UE behavior wrt existing application flows is not specified in Rel-15.
Editor's note:
What these principles are will be further clarified

14.
The principle of the Uplink Classifier described in section 6.5.2 is supported for PDU sessions of type IP or Ethernet.

Editor's note:
What these principles are will be further clarified

15.
The principle of the multi homed PDU sessions described in section 6.4.13 is endorsed for IPv6 traffic

Editor's note:
What this principle is will be further clarified

NOTE 7:
For PDU session set-up in SSC mode 1, in case Uplink Classifier applies, the network has to take care to not change the local IP address.
Interim agreements for MM and SM interaction are as follows:

1.
A single NG1 NAS connection is used for both MM and SM-related messages and procedures for a UE. The single NG1 termination point is located in MM.
Editor note:
This is applied for UE only registered via 3GPP access. The case of UE registered via non-3GPP is FFS.

2. The MMF and SMF are separate NFs (Network Function), with a standard NG11 interface specified in-between. MMF handles the Mobility management part of NAS signalling exchanged with the UE. SMF handles the Session management part of NAS signalling exchanged with the UE

Editor's note:
"MMF" and "Mobility Management" naming may be changed to a more access independent name such as "AMF" and "Access and Mobility control Function".
3.
A UE with multiple established PDU sessions may be served by different instances of SMF. The MMF selects the SMF functions for the PDU sessions. MMF may select different SMF functions for different PDU sessions.
Editor's note:
It is FFS whether, in case of roaming, the MMF selects both the SMF in the VPLMN and the SMF in the HPLMN, or whether the SMF in the VPLMN selects the SMF in the HPLMN.
4.
MMF forwards SM related NAS information to the SM function.

5.
Upon successful PDU session establishment, MMF stores the identification of serving SM function(s) of UE and SMF stores the identification of serving MM function of UE. The MMF is not expected to maintain any additional session context information. The MMF is not required to be aware of the content of SM NAS message.
6.
NextGen system supports the independent activation/deactivation of UE-CN user plane connection per PDU session.
NOTE 8:
The criteria to deactivate UE-CN user plane connection is up to RAN WGs decision. Further signalling optimization for session activation between CP and UE or between CPs should be performed in normative work.
Editor's note:
The exact impact of such mechanism on the MM and SM procedures are FFS.
7.
The SMF(s) supports the end-to-end control functions on PDU sessions (including any NG4 interface to control the UPF(s)),
8
(when multi-slicing per group B applies) In case of an UE served by multiple slice instances there are multiple instances of SMF that serve the UE.

Editor's note:
it is FFS whether a single SMF is present in each slice, or whether multiple SMFs can serve one UE in a slice instance.

9
NG2 signalling related with UE is terminated in the MMF i.e. there is an unique NG2 termination for a given UE regardless of the number of PDU sessions (possibly zero) of a UE.

10
NAS MM messages and NAS SM messages and the corresponding procedures are decoupled, so that the NAS routing capabilities inside MMF can easily know if one NAS message should be routed to a SMF, or locally processed in the MMF. It is possible to transmit an SM NAS message together with an MM NAS message.

NOTE 9:
Whether this implies encapsulating the SM NAS message in an MM NAS message or not is FFS and should be defined at stage 3.
10
MMF can decide whether to accept the MM part of a NAS request without being aware of the possibly concatenated SM part of the same NAS signalling contents.

11
Some NG2 signalling (such as Hand-Over related signalling) may require the action of both MMF and SMF. In such case, the MMF is responsible to ensure the coordination between MMF and SMF


This may corresponds to following interactions:


NG2 impacts of SM events:

a.
At the set-up / modification / release of a PDU session: the SMF interacts with RAN via the MMF for setup, modification and release of radio and NG3 resources for the PDU session.

b.
At the set-up/modification of QoS for GBR flows or modification of QoS rules for non-GBR flows, the SMF interacts with the RAN via the MMF to provide the QoS information.


Impacts of MM events:

a.
At the transition from IDLE to CONNECTED: the SMF interacts with RAN via the MMF for setting up of radio and NG3 resources for the PDU session.

b.
During a Hand-Over : the SMF interacts with MMF at least to receive from the RAN the NG3 DL information.

NOTE 10:
The interaction information between MMF and SMF in Handover procedure depends on the detail handover solution discussed in mobility management key issue.
c.
When the UE becomes IDLE, MMF notifies SMF(s) in order for SMF(s) to modify the settings for DL data forwarding in the NGUP(s) for NG3.

d.
When it is made aware by the NGUP that some DL data has arrived for an UE in IDLE mode (and the UE is not known to be in a power saving state), the SMF interacts with the MMF in order to trigger UE paging from the AN (depending on the type of AN).

Editor's note:
Precise details of the interaction for paging depend on the definition of paging mechanisms for the NextGen system.

e.
The SMF may need to interact with MMF in order to be able to control the NGUP(s) based on the power saving state of the UE.

f.
When UE sends (non periodic) TAU request to MMF, the MMF may need to notify SMF(s) so that the SMF(s) can determine whether User Plane Function relocation is required or not (based on SSC mode and on the new user location).

12
The SMF needs to receive the permanent user identity of the UE.
13
When SMF needs to send NAS SM signalling to an UE, it provides information allowing the MMF to retrieve the corresponding UE NAS signalling context.
* * * * End of Changes * * * *
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