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Abstract of the contribution: Discuss impact of long RRC connections 
1 
Introduction

Key issue 19 focuses on issues resulting from load rebalancing and load migration in virtualized environments. 
At SA 2 #117 (Taiwan, October 2016), S2-165884 (from Vodafone) discussed several issues and a subset of them were agreed in S2-166264 (a P-CR to TR 23.799).
In light of the verbal and written discussions on the “Control plane interconnection model with a data layer” topic (S2-165772, S2-165801 and the documents that commented on them) this document extends the discussion on the parts of S2-165884 that were not included in the P-CR. In addition, the aspect of the new RAN-idle state is considered.

2
Definitions

In the context of this paper, the definition of the following term is used (copied from S2-165801):

-
Stateless network function. A control plane network function which only holds subscriber and session state for a given session while performing transactions for that session. When a new transaction is triggered, the state information is fetched from a state database; once the transaction has been completed, the session state is written to the state database and purged in the network function. 

3
Identification of UE within the MME
3.1 At Idle to Connected transition

When the UE’s S1 interface connection is established, the MME identifies the UE from either its GUTI (at Attach/TAU) or by its S-TMSI (at Service Request). In a “monolithic” MME, the latter is locally unique. If we create a “distributed, virtualised MME”, the MME code (in the S-TMSI) plus TAI (inserted by the eNB) can be used to look up the GUMMEI and hence determine the GUTI. With the GUTI, a randomly selected “MME virtual machine” in a randomly selected data centre can retrieve the UE’s “MME context” from the geo-redundant database.
3.2 During an RRC Connection

During an RRC connection, NAS messages from the UE are sent in S1-AP (TS 36.413) Uplink NAS Transport messages. These carry an MME allocated, 32 bit, MME UE S1AP ID as well as a 32 bit eNB UE S1AP ID, E-UTRAN Cell Global ID and TAI. Suitable MME procedures can allow the creation of an ID that is unique within the PLMN/world (e.g. imagine that the MME-processor sets its MME UE S1AP ID equal to the mobile’s M-TMSI and then couples this with the GUMMEI of the MME). Such a globally unique ID can be used to retrieve the UE’s context. 
4
NAS procedures in virtualised MME/AMF: atomic or multi-message?

Considering the Attach procedure in section 5.3.2.1 of TS 23.401, it has about 26 steps of which about 18 involve the MME. 

The MME could (option A) treat those 18 steps as 18 atomic procedures 

i.e. for each individual “step” (e.g. receive Attach Request and send ‘request for IMSI’ to UE) the MME’s processor retrieves the UE context from a data layer, ‘locks’ the UE’s context in the data layer, executes the step, stores the updated UE context, and unlocks the UE’s context in the data layer.

or the MME could (option B) treat all 18 steps as one procedure:

i.e. when the eNB first contacts the MME, the MME processor retrieves the UE context from a data layer, ‘locks’ the UE’s context in the data layer, executes all the steps from step 2 through to step 26 of the Attach procedure, stores the updated UE context, and unlocks the UE’s context in the data layer.

In the last SA2 meeting there was considerable discussion/argument around tdocs S2-165772 and S2-165801. However, all the parties seemed to agree that there would be control plane latency and cost impacts from e.g. treating the Attach procedure as option A, above. 

Hence Option B seems to be the concensus. 

The consequence of using Option B is that an eNB would need to ensure that all of the signalling related to one UE’s Attach procedure was sent to the same MME processor.  

However, the eNB cannot tell when an Attach procedure (or other NAS procedure) is completed – hence all the signalling for one UE’s RRC connection needs to be sent to the same MME (front-end) processor.
Further, can the eNB do any message routeing based on the MME UE S1AP ID, or can the eNB only route on the MME Code/GUMMEI? 
If the eNB can only do routeing based on the MME Code, then, in combination with Option B, all messages for all mobiles (using the same MMEC) need to be sent to the same  MME ‘front end’ processor: this appears to be undesirable.

5
Long duration ECM connected state

The 5G “RAN-idle state” discussions (and E-UTRAN ‘light RRC connected state”) indicate that the NG1/2 (c.f. S1-AP) connection could become very long lived. The implications of section 4, above, then become more critical.

6
Solutions

To alleviate these issues, the MME processor could allocate a ‘transaction/processor ID’ to the eNB at the beginning of a NAS procedure (Attach/TAU/PDN connection request/etc), and, release the ID at the end of the procedure.

The eNB would then use this transaction ID/processor ID to ensure that the messages from that UE were all routed to(wards) the same core network location. 

Note:
this might or might not have implications for the (re-)use of SCTP as the lower layer protocol between RAN and Core Network.

7
Proposal 
It is proposed that the above issues are discussed and the following revision marked changes are made to 5.19, of TR 23.799 v 1.1.0
*** Start of changes ***

5.19
Key Issue 19: Architecture impacts when using virtual environments

5.19.1
Description

The NextGen system is expected to support deployments in virtualized environments. This key issue will determine the need for and architecture impacts due to load rebalancing and load migration in the context of:

-
scaling of a network function instance, and

-
dynamic addition or removal of a network function instance.

Editor's note:
An appropriate definition of the various types of scaling will be discussed during the course of the work on this key issue.

NOTE:
Load rebalancing and load migration across network function instances assumes multiple active instances of a network function. Potential issues resulting from load rebalancing and load migration to be addressed may include:

-
UE signalling overhead.
5.19.2
Issues to be addressed

5.19.2.1
Avoid UE interaction from NF Load Balancing, Scaling and Migration

When a Network Function is created, deleted, or moved, either within a data centre or between data centres, the IP address used by a remote entity (e.g. NG RAN node, MMF, SMF, UPF, SDM, etc.) to route signaling/data to that NF might (or might not) change.

If the IP address of such a Network Function does change, then it is very important that there is no need for UE interaction. The need to avoid UE interaction is to avoid radio interface signaling load, UE battery consumption and to handle cases where the UE is out of coverage or in Power Save Mode's/eDRX's deep sleep state.
5.19.2.Y
Scaling in/out of the registered CCNF, and, handling of long lived NG1/2 connections 

Once registered on the (V)PLMN, other key issues have concluded that the UE accesses the network with a temporary ID that is used to route the UE’s Initial NAS message to the ‘registered’ CCNF. 
In a virtualized environment, this ‘registered’ CCNF could exist in multiple distinct core network processors in a single or multiple data centres.
To avoid the need for interaction between the Network Function’s compute and storage resources at every step of a NAS procedure, (and hence to maintain low control plane latency), the Next Generation system should permit complete NAS procedures (c.f. EPC Attach procedure) to be executed on a single core network ‘processor’.
To allow for the effective scaling in, and scaling out, of core network processors when long-lived NG1/2 connections are in use (e.g. for the “RAN-idle” sub-state) the Next Generation system should permit  time-separated NAS procedures from one UE to use different core network ‘processors’.

If this can be achieved, then it is assumed that different UEs sharing the same ‘registered CCNF’ can use different core network ‘processors’.
*** End of changes ***
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