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1
Proposal

This P-CR clarifies the use cases intended proposes to address the remaining open issues in solution 6.7.5.

In principle, there are 3 use cases that are enabled by this solution:

1) Storage of Opaque data in a repository.
2) Storage of structured data in a repository to enable stateless Network function, resiliency and data sharing upon mobility

3) Storage of structured data in a repository Data sharing across multiple Network functions (e.g. for data exposure)

There were some open items identified during the last meeting for data layer solution.

1.1 Synchronization:

Editor’s note: In case two (or more) NFs interact by direct messaging (e.g. to send a create session request) and via the data layer (e.g. to send location information): how can it be ensured that the information transferred via the data layer reaches the target function before the direct messaging reaches the target function? Alternatively (if this cannot be ensured), it is FFS which information can be safely send via the data layer in parallel to direct messaging without causing race conditions, e.g. because the target function operates on this information such as PCF, which takes ULI into account for policy decisions).

Analysis:

This editor’s note is basically trying to determine if there is a negative consequence due to communication between 2 NFs that involves the DL (write followed by read operation):

a) NF1 stores data in DL

b) NF1 sends a message to NF2 to trigger a certain request.

c) NF2 reads data from DL in order to perform some procedure

How can it be ensured that NF2 has data available from DL in order to process the message from NF1?

Resolution:

Depending on the type of procedure, Network Function 1 can store the data and request for acknowledgement prior to sending a message to NF2. This ensures that NF2 has the data available from DL for processing the message from NF1.

1.2 Context stored in the Data Layer:

Editor's note:
The solution illustrates user location information (e.g. TAI, Cell ID), UE MM context can be stored and exchanged via Data Layer. Identification of all other information that can be exchanged via Data Layer is FFS. This also depends on the outcome of 5G architecture, relevant solutions (i.e. needed context transfer information) for Key Issues such as MM, SM, QoS. Network Slicing etc.

Analysis:

Exact set of parameters that is shared in Rel-15 is determined based on analysis of all relevant scenarios/key issues, outcome of the NextGen TR, work during the normative phase. Here we take initial stab on the potential context that can be stored in the data layer. In principle, this could contain at least parameters that are exchanged today in S10 like signaling.

Resolution:

1) In rel-15, AMF should store standardized UE MM context in the DL. MM Contexts include information such as the following – 

· IMSI, MSISDN (optional), MM state, TAI, UE radio capability, UE network capability, DRX parameters, Mobility Restriction parameters, Access restriction parameters, RFSP index, NSSAI.

2) In rel-15, AMF should be able to share other UE contexts such as TAI, Cell ID, UE reachability event notification with other network functions (e.g. SMF, PCF, AF, NEF, OSS etc); SMF should be able to share UE contexts such as standardized PDU session contexts, User plane function topology information with other network functions.

3) The exact set of data which will be shared will be determined during the normative phase.

4) In addition, any network function should be able to store opaque data in the data layer. 

1.3 Stateless Network Function Selection:

Editor's note:
How the stateless CCF is selected is FFS. How to ensure that the same CCF is selected for subsequent transactions from the UE/RAN or other network functions (while a previously selected CCF still holds state for the same UE is FFS.

Editor’s note: Selection of stateless network functions needs to be further studied.

Analysis:

This editor’s note is basically trying to determine if there is a negative consequence due to NF selection due to the fact that NF is stateless. 

Resolution:

There are multiple ways to resolve this:

1) For MO transactions, there are two possible options:

a. Option 1 – 

When the initial message is received from UE/RAN, Network function is selected based on load balancing algorithm. NG2AP association is created between RAN and CCF/AMF for a given UE when the UE moves to CN connected state and the NG2 association remains active as long as UE is in connected mode. So, for subsequent transactions, when the UE is in CN connected state, RAN selects the same AMF pool and eventually the entry point (e.g. load balancer) in the core network may select an AMF instance based on NG2AP association. 

The main benefit with this option is that susbsequent it can be ensured that the same CCF/AMF is selected for subsequent MO transactions from UE/RAN. For UE(s) that remain in connected mode for a longer duration, CCF/AMF can decide to store the NG2AP association related information along with UE context in the data layer. Since the same CCF/AMF is selected for subsequent transaction from UE/RAN, this avoids any potential for race conditions as in section 1.6 scenario 2). With this option, when necessary (e.g. AMF goes out of service or in maintenance mode), UEs can be directed from AMF-1 to another AMF-2 in a controlled manner.

b. Option 2 – 

RAN selects the CCF/AMF pool and eventually AMF instance is selected based on load balancing algorithm and there is no previously established NG2AP association. For subsequent transactions RAN routes the NAS signalling from the UE to a CCF/AMF in the serving network slice based on the NSSAI provided by the UE and according the same logic, e.g. based on load balancing algorithms. If the CCF/AMF is stateless in a slice that receives the NAS message, it will retrieve the user’s Context Data from the Data Layer and will execute the transaction. The benefit is that any CCF/AMF can be selected to process the MO transaction but at the same time, the drawback is that this can result in race conditions as in section 1.6 scenario 2).                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                         

2) In case of MT transaction (e.g. SMF sending a DDN to AMF), the NF initiating an MT transaction via another NF (that is stateless) can check with the DL function if there is a serving NF for the given UE. If there is a serving NF for the UE already, then the NF shall send the MT transaction to the corresponding serving NF.

3) If it so happens that different AMF is selected (compared to the previously selected, current serving AMF), then the new (wrong) AMF trying to claim ownership for UE context from DL will be rejected for access request and it will be notified with serving AMF information. Then the wrong CCF/AMF will redirect the MO/MT request to the right serving AMF. (No need to roll back anything as CCF-2 / AMF-2 hasn’t done anything until then).
(also, see section 1.6 for potential race conditions due to wrong NF selection).
1.4 Impacts to procedures that involve multiple functions:

Editor’s note: how the procedure works when multiple network functions (e.g. AMF, AUF) use the data layer is FFS.

Analysis:

This editor’s note is basically trying to determine if there is a negative consequence due to multiple NFs (e.g. AMF, SMF, AUF) involved in a certain procedure use the data layer framework. Also, this editor’s note looks for clarification on how it works when NF1 needs to share subset of the context with another NF in the middle of a procedure. Following scenario illustrates this aspect: 

1) AMF gets an MO request for a certain UE. AMF reads UE context, claims ownership of the UE and starts processing the MO request.

2) In the middle of processing, AMF stores a subset of UE context (e.g. UE ID, NSSAI) in the DL so that it can be used by AUF and SMF. 

3) AMF sends an authentication request to the AUF

4) AUF receives the authentication request and it reads the UE context (e.g. UE ID, NSSAI) from the DL 

5) AUF processes the authentication request and responds with a authentication response (necessary keys).

How can it be ensured that AUF has data available from DL in order to process the message from AMF?

Resolution:

The principle proposed to resolve item #1 as in section 1.1, can be generalized to support any procedure that requires full e2e synchronization for system level signalling. AMF can store the data and request for acknowledgement prior to sending a message to AUF. This will help ensure that AMF has the data available from DL for processing the message from AUF.
1.5 Recovery and Restoration procedure:

Editor's note:
How recovery and restoration can be supported while a network function holds state (i.e. before it writes its state to the data layer) for scenarios where multiple network functions are involved (e.g. as part of a procedure involving multiple network functions) is FFS.
Analysis:

If a network function fails during a certain procedure, some data created in the middle of a transaction may be lost. This is true with or without the Data Layer. But the Data Layer allows to restore the services/UE context from the last stable state. This is similar to the existing EPC restoration procedure, which also relies on storing state information in a centralized repository, and for which a failure may also happen in the middle of a transaction. The Data Layer provides a framework that inherently supports the restoration feature.
Resolution:

Network Functions that have access to DL and can recover the latest (stable) session/state. 

1.6 Potential Race conditions that result due to wrong network function selection:

1) Scenario 1 – Two (stateless) Network functions tring to claim ownership for the same UE context.

Resolution for scenario 1:

It should not be possible for 2 AMFs to access the UE contexts in the DL at the same instant as DL should serialize the context access requests from Network functions. Hence support of roll back mechanisms is not required. In short, only one NF (e.g. AMF) can have ownership of the UE context at any time but multiple network functions (e.g. SMF, PCF) can have read access for the UE context.

Scenario 2:

1) Service request is triggered by Uplink data from the UE.

2) RAN selects the AMF1 based on load balancing algorithms. 

3) UPF receives a downlink data for the UE and it routes the Downlink Data and/or Downlink Data Notification message to SMF (depending on where the buffering is supported); SMF eventually forwards it to the AMF2. 

4) AMF2 reads the UE context from the data layer 

The following call flow shows how this race condition is resolved 
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Figure 6.7.5.5-1: Sychronization between MO and MT transaction

This scenario will not happen if the NF checks the data layer for the serving node in the DL prior to sending MT requests. The Data Layer enables to keep track of the Network Function instance currently serving a UE.  But if the scenario happens, the Data layer receives the access request from AMF1 first and when receiving the access request from AMF2,  it will reject the access with an indication that AMF1 is the serving node. AMF2 should forward the DDN to AMF1. (No need to roll back anything as CCF-2 / AMF-2 hasn’t done anything until then).

The selection of an AMF instance for a UE that is starting a new transaction and that was not served by any AMF instance is similar in principle to the selection of a new AMF instance first registering to the network, regardless of whether the AMF is stateful or stateless. In either case, RAN selects the AMF instance.

Scenario 2:

1) Service request is triggered by Uplink data from the UE.

2) Detach request is sent by the UE. 

This scenario will not happen if there is an NG2AP association between RAN and AMF for the duration UE remains in CN connected mode. With NG2AP association, it can be ensured that the RAN selects the same AMF instance for subsequent MO transaction. 

If NG2 association is not maintained for the duration UE remains in connected mode and AMF is selected based on load balancing algorithm every time and it so happens that different AMF is selected by the load balancer for subsequent NAS message, then the following call flow shows how this race condition is resolved


[image: image2]
Figure 6.7.5.5-2: Two Consecutive MO requests from UE

Similar solution as scenario 1 applies for this race condition. The Data Layer enables to keep track of the Network Function instance currently serving a UE.  The Data layer will e.g. receive the access request from AMF1 first and when receiving the access request from AMF2, it will reject the access with an indication that AMF1 is the serving node. AMF2 should forward the Detach request to AMF1.

It is proposed to agree the following proposal for TR 23.799.
6.7.5
Solution 7.5: Control Plane Interconnection model with a Data Layer


This is a solution for key issue #7 and key issue #9.

The main principle of this solution is to store (expose) UE related context data to a data layer. This can include both near real-time storage of structured data and opaque data.

It addresses Key Issue #7 as it impacts how Network functions interact with each other.

It addresses Key Issue #9 as it impacts how and what data can be exposed within MNO domain and to 3rd party.
There are 3 use cases that are enabled by this solution:

1) Storage of Opaque data in a repository.
2) Storage of structured data in a repository to enable stateless Network function, resiliency and data sharing upon mobility

3) Storage of structured data in a repository Data sharing across multiple Network functions (e.g. for data exposure)

6.7.5.1
Architecture description 

6.7.5.1
Reference model 

This solution assumes the following reference model for non-roaming and roaming Data Layer interconnection model.
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Figure 6.7.5.1-1: Non-roaming Data Layer interconnection model
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Figure 6.7.5.1-2: Roaming Data Layer interconnection model
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Figure 6.7.5.1-3: Data Sharing between Core Network Nodes

NOTE: The location and component(s) of the Data Layer(s) is up to deployments to decide. 
It should be noted that access to Context Data and Subscriber Data have different characteristics in terms of expected location, frequency of data access etc. While the subscriber data can be placed in a centralized location (e.g. NG SDM/HSS), context data (context data for a certain network function) should be placed close to the network function to reduce latency for data access and to meet the necessary performance criteria. Data may be stored in a distributed or centralized manner. The data can be replicated across multiple locations transparently for the application. If context data is placed close to a network function for performance criteria reasons, then context data for this network function (e.g. CCF) can only be exchanged via the data layer if the involved functions (e.g. two CCFs) are both located close to the data layer.
NG8:
Reference point between the Core Network Functions (e.g. CCF, PCF) and the Subscriber Repository.

NGx:
Reference point between the Core Network Functions (e.g. CCF, PCF) and the Data Layer.

6.7.5.2
Architecture principles


Following are the architecture principles that are proposed for the control plane interconnection model:

1.
The solution supports distributed and near real time storage of data as primary or secondary storage, both for structured and opaque data.

2.
NFs require direct message centric interfaces with other NFs in addition to data centric interface via the Data Layer. This statement implies that messages can be exchanged (e.g. create session request, update session request) via network functions with direct interface. The assumption is also that certain context is exchanged only one way i.e. it is exchanged via data centric interface, then it is not exchanged via message centric interface.
3. 
Network functions store UE context into data repository. It is assumed that UE context such as UE MM, Security context information (e.g. context information exchanged via messaging as part of the EPC architecture) may be shared across network functions.
4.
Allows any Network function to use the single interface (i.e. the same service with one interface) provided by the data layer. So even if a new Network function is being introduced, the single interface exposed by data layer can be re-used (without having to introduce a new interface for new network function).
5.
Depending on the type of procedure, Network Function 1 can store the data and request for acknowledgement prior to sending a message to NF2. This will help ensure that NF2 has the data available from DL for processing the message from NF1.

Following are some assumptions on the type of contexts. There are two types of contexts:

1) UE Context stored by NF for use by same type of NFs: Certain network function (e.g. AMF) can store the UE contexts in the data layer in order to enable support for stateless network function, enable support for network function resiliency and ease context retrieval (e.g. reduce signaling to old AMF) during Network Function mobility,. In this case, Network function reads the context at the beginning of MO/MT procedure, marks itself as the serving network function for the given UE and updates the context in the data layer upon completion of the procedure. 

2) Selective Context stored by NF to be shared across different NFs: Multiple network functions (e.g. AMF, SMF, PCF) may store some contexts in the data layer in order to support exposure functionality. In this case, storage of context is event driven depending on the type of context (e.g. upon UE reachability indication, ULI can be stored).


6.7.5.3
Function description 

6.7.5.3.1
Data Layer (DL)

The Data Layer (DL) consists of session data. It provides the following services:

1) distributed and near real-time storage of structured UE context such as MM, SM related context information (i.e. allowing the control plane function to create, read, update, delete their own data and subscribe to notifications upon data change); 
2) In addition, opaque data can also be stored by the network functions. The network functions can use data layer to store opaque data as a secondary storage and also optionally use it for primary storage. Whether the network function uses the data layer for primary storage for opaque data can be an implementation choice.

3) The possibility of data sharing between same type of Core Network Functions as in Figure 6.7.5.1-1 and different type of Core network functions as in Figure 6.7.5.1-3; In the latter case, it is also assumed that only the network function that stored the data owns the data (e.g. a CCF creates, updates, deletes the own data such as ULI) and other network functions can access it or subscribe to notifications upon data change (i.e. PCF subscribes for ULI and reads the ULI information).

NOTE: 
This data ownership rule implies that sharing of data across network functions of different type can only be used for data that is provided/modified by a single network function type only (e.g. ULI provided by MM function).

4) Provides a unified way how UE context and session context is stored across network functions. This also helps avoid signalling incurred due to transfer/synchronization of data between Core Control Plane Functions. 
5) Allows “compute” (Network function) to be decoupled from the “storage” (data layer) functionality thus improving the resiliency of a Network Function. Also Network function resources do not need to be used for idle UEs, e.g. the Data Layer can store UE contexts for a massive number of IoT devices and Network functions need only to be involved for the active devices.
6) Helps ease the support for data analytics and network capability exposure.

7) Data Layer exposes one interface for any network function that needs to leverage the services of Data Layer. This helps eases the introduction of new network functions as the same interface can be reused (and a new interface need not be introduced).
8) Data layer supports storage with acknowledgement. This allows the source network function to store data with acknowledgement to ensure that the data is available for recipient of the message from Data Layer for processing the message from source network function.

6.7.5.3.2
Core Control Plane Function (CCF)

This is a 3GPP defined network function capable for processing UE specific transactions. 

Network functions can use direct message centric interfaces with other NFs in addition to data centric interface via the Data Layer. This statement implies that messages can be exchanged (e.g. create session request, update session request) via network functions with direct interface. 
Following are some assumptions to ensure that there is no synchronization issue regarding contexts for NF resiliency:

1) If the Network function uses the data layer for storing, updating and retrieving certain context information, then it always uses the data layer for storing and retrieving the corresponding context information. 

2) At the beginning of the procedure (triggered either by the UE (Uplink MO request) or the network (based on Downlink transaction), the network function reads the context information for the UE and stores its information as serving network function for the given UE. 
1) When a procedure (e.g. complete attach procedure, Service request procedure) is being processed, the network function is assumed to store the UE context information within its cache. In other words, the network function is considered to store UE contexts when it is serving the UE (i.e. processing a certain procedure such as attach). 

2) Upon completion of the whole procedure, it can update the data layer with its context information and cancel the serving node information. CCF may also share specific context information with other network functions based on event trigger (i.e. for exposure use case).
  Use of data layer does not preclude NFs to maintain a “Context Information” Cache for Performance Optimization reasons within the network function. If it is using both the data layer and the cache, the network function shall ensure synchronization of context. 

6.7.5.4
 Information exchange across different types of Network functions for capability exposure
These calls flows illustrate how Network functions exchange structured data across different type of Network functions. The call flows in this section make no assumption on whether network functions are stateless or not.
6.7.5.4.1
 Capability Exposure to PCF, NEF 
Contents stored in the data layer can be leveraged to support network capability exposure (both within MNO domain, outside MNO domain) and to perform data analytics. This can include exposure of capabilities such as UE reachability, location of the UE, change in location of the UE of the UE, roaming status, success/failure of registration events, success/failure of PDU session establishments for KPI calculation etc.

Figure 6.7.5.3.6-1 shows the example call flow for a UE location being reported to PCF, NEF.

User Location (changes) are notified to the PCF, NEF (e.g. for exposure, for data analytics) via subscribe/notify procedure. Access to read/subscribe to User Location needs to be controlled by the VPLMN to enable a network entity from a particular PLMN to access the ULI of a particular UE under the control of the CCF and/or the data layer.
Context data stored in the data layer is meant for exposure (e.g. publication of ULI change)  i.e. for the case where the producer of the information does not need an ack. Such data can be replicated in a central location and no synchronization issue is expected.
This call flow makes the following assumption:

1) When CCF has an indication that it needs to provide User Location information (i.e. there are consumers for the ULI), it stores the ULI information in the data layer whenever it gets a trigger (e.g. MO transaction, notification from RAN etc) that there is a change in User location information.

Note: Based on local policies, CCF may either write ULI information in the data layer or it may subscribe with the SDL to determine if there are consumers for certain context (user location information) and store User location information only when there are consumers for such context information. 
2) When network functions such as PCF, NEF require this information, it subscribes for this information with the data layer.

3) When Data Layer receives an update from CCF, it notifies the registered network functions (PCF, NEF)
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Figure 6.7.5.4.1-1: User location Information subscription and notification  

6.7.5.5
 Information exchange across same types of Network functions
These calls flows illustrate how Network functions exchange structured data both within the same type of Network functions.
The network functions store UE context upon completion of a certain procedure. More specifically, it can be expected for the network function to store UE context information in the data layer based e.g. on the following triggers:

1) Completion of registration (e.g. attach/TAU) procedure. 

2) When the UE transitions from active to idle mode (i.e. release of NG2/1 signaling connection).

3) Completion of HO procedure
It is expected that the network function has the knowledge to determine the appropriate time for storing UE context information thus it can decide the optimal trigger for storing context information in the data layer.

Note: 
Although some call flows in the subsequent sections assume CCF as a single network function, solution does not preclude a split CCF configuration. Even if the CCF is split into AMF, AUF and SMF, then the split network functions can share UE context via data layer.

6.7.5.5.1 Registration procedure
Figure 6.7.5.4.1-1 shows an example call flow of a UE initial registration (i.e. attach/TAU). In this example, as part of the previous registration, the old Core Control Plane Functions (CCF) stored UE context data (including subscription data downloaded from the SDM) in the Data Layer; the new and the old CCF share the context data via the Data Layer.
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Figure 6.7.5.3.1-1: Registration Procedure

Figure 6.7.5.4.1-2 shows an example call flow of a UE initial registration (i.e. attach/TAU) when CCF is split into multiple network functions – AMF, AUF and SMF (SMF is not involved as part of this procedure thus not shown).

The call flow below makes the following assumption:

1) Only AMF stores and reads the UE context to/from the data layer.

2) AMF is not exposing UE context in the data layer for other network function.

AMF
Although this call flow below illustrates only the scenario AMF stores and reads UE context to/from the data layer, the architecture principle #5 proposed (NF stores data with acknowledgement), can be generalized to support any procedure that requires full e2e synchronization for system level signalling. AMF can store the data and request for acknowledgement prior to sending a message to AUF. This will help ensure that AMF has the data available from DL for processing the message from AUF.
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Figure 6.7.5.4.1-2: Registration Procedure with split CP functions
1.
The UE initiates the Registration procedure by the transmission of an Registration Request. The Message will carry appropriate information such as IMSI, IMEI or TempID to identify the UE. 

2.
Upon reception of Registration Request message, the new CCF queries the Data Layer for the UE context data and marks itself as the serving node. The UE context data contains the UE MM context (such as last visited TAI, UE capabilities, DRX parameters), security related information (such as authentication vectors KASME, NAS Sequence number), subscription data downloaded from the SDM. 

NOTE: 
There is no Identification Request (Attach) nor Context Request (TAU) sent towards the old CCF, as the data will be retrieved from the Data Layer.

3.
If new authentication data is needed, then in steps 3a, 3b, 3c the new CCF sends Authentication Information Request to the SDM and receives Authentication Information Answer. 

3d. Authentication and Security procedure is carried out.

NOTE: 
There is no need to send a Update Location Request to the SDM.

4.
The new CCF updates the UE context data in the Data Layer. 

5.
The old CCF is notified about the change of CCF assuming old CCF was subscribed to such a notification.

6.
The new CCF sends a Registration Accept message towards UE to indicate successful Registration procedure.

7.
The UE acknowledges the reception of the Registration Accept message.

6.7.5.4.2 Handover Procedure
Figure 6.7.5.4.2-1 shows an example call flow of X2 (like) Handover. In this example, as part of the previous procedure (e.g. registration procedure), the source Core Control Plane Functions (CCF) stored UE context data (including subscription data downloaded from the SDM) in the Data Layer; the target and the source CCF share the context data via the Data Layer.
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Figure 6.7.5.4.2-1: X2 (like) Handover

NOTE 1:
X2 (like) Handover would become possible even with a change of CCF, provided the target and source CCF share the context data via the Data Layer.

Figure 6.7.5.4.2-2 shows an example call flow for NG2 (like) Handover. In this example, as part of the previous registration, the source Core Control Plane Functions (CCF) stored UE related data (including subscription data downloaded from the SDM) in the Data Layer; the target and the source CCF can share the context data via the Data Layer.
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Figure 6.7.5.4.2-2: NG2 (like) Handover

2.
The source CCF does not need to include the UE's context in the Forward Relocation Request (resulting in a much lighter message). Upon reception of the Forward Relocation Request message, the target CCF queries the Data Layer for UE’s context for that specific UE. 

NOTE 2: 
There is no need to send a Update Location Request to the HSS FE.

6.7.5.4.3 Service Request Procedure

Figure 6.7.5.4.3-1 shows an example call flow for a UE triggered service request. 
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Figure 6.7.5.4.3-1: Service Request

1.
The UE sends the Service Request towards the CCF encapsulated in an RRC message to the eNodeB. The RAN forwards the Service Request message towards the CCF. 

2.
Upon reception of the Service Request message, the new CCF queries the Data Layer for the UE context data. The UE context data contains the UE MM context, security related information, subscription data downloaded from the SDM, PDN connections contexts as well as possible other parameters. 

3a – 3c.
If new authentication data is needed, then in steps 3a, 3b, 3c the new CCF sends Authentication Information Request to the SDM and receives Authentication Information Answer. 

4. If the optional Authentication and Security procedure has been carried out, then CCF updates the Data Layer. The new security context is sent to the Data Layer.

5.
The new CCF sends Initial Context Setup Request message to RAN. The message contains UPF address and additional parmeters.

6.
The RAN performs the radio establishment procedure.

7.
The UE can send Uplink Data which are forwarded by the RAN to the appropriate User Plane entity.

8.
The RAN sends a Initial Context SetupComplete message indicating successful completion of the procedure and containing relevant parameters.

9 -10 The CCR sends Modify Session Request and receives Modify Session Complete.

11 The CCF updates the UE context in the Data Layer with the activated sessions.

6.7.5.3.4
 AMF Failover

Figure 6.7.5.4.4-1 shows the example call flow of a UE initiating signalling towards the Core Mobility Management Function (e.g. Mobility Management signalling) after a AMF failure.

The new AMF serving the UE (AMF 2 in the call flow) accesses the UE context data stored in the Data Layer and proceeds with the UE request successfully.
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Figure 6.7.5.4.4-1: AMF Failover 

The restoration procedures specified for EPC requires the capability for a restarted or alternative MME to store and retrieve UE context data (e.g. eDRX parameter negotiated with the UE, temporary identities, paging area, etc), see e.g.  sub-clause 25.2.3 of 3GPP TS 23.007 [x]. As this is achieved by vendor specific means, operators may need to deploy different solutions and restoration scenarios cannot be supported between MMEs from different vendors.

The Data Layer provides a uniform way for AMFs to store UE context data and to make them available to any other AMFs entities in restoration scenarios, thus allowing the continuation of the sessions and services provided to UEs after a CCF failure.
If a network function fails during a certain procedure, some data created in the middle of a transaction may be lost. This is true with or without the Data Layer. But the Data Layer allows to restore the services/UE context from the last stable state. This is similar to the existing EPC restoration procedure, which also relies on storing state information in a centralized repository, and for which a failure may also happen in the middle of a transaction. The Data Layer provides a framework that inherently supports the restoration feature.
Irrespective of how many network functions are involved in a certain procedure, network Functions that have access to Data Layer can recover the latest (stable) session/state. 


6.7.5.3.5
 Context Clean-up scenario

Figure 6.7.5.3.5-1 shows the example call flow of a UE context clean-up triggered by CCF.
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Figure 6.7.5.3.5-1: Context Cleanup

6.7.5.3.6
 Data Layer and Network slicing
When a deployment supports network slicing, data layer can either be shared across network slices or support isolation requirement for isolated network slices (based on operator policies). Whether the data layer is considered to be a shared or an isolated resource depends on the type of network slice scenario supported in the network. 
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Figure 6.7.5.3.10-1: Core Part of Network Slicing concept (Non-roaming scenario)

6.7.5.4
 Stateless Network Function 

In addition to structured UE context information, network function can also store opaque data in the data layer and become completely stateless. In this case, the trigger for storage, update and retrieval is implementation specific.
A network implementation based on Network Functions only relying on standardised state information and using the data layer as the primary and only storage for their state information (both standardized and opaque data) could enable the following example scenario illustrated below:

For MO transactions, there are two possible options:

a. Option 1 – 

When the initial message is received from UE/RAN, Network function is selected based on load balancing algorithm. NG2AP association is created between RAN and CCF/AMF for a given UE when the UE moves to CN connected state and the NG2 association remains active as long as UE is in connected mode. So, for subsequent transactions, when the UE is in CN connected state, RAN selects the same AMF pool and eventually the entry point (e.g. load balancer) in the core network may select an AMF instance based on NG2AP association. 

The main benefit with this option is that susbsequent it can be ensured that the same CCF/AMF is selected for subsequent MO transactions from UE/RAN. For UE(s) that remain in connected mode for a longer duration, CCF/AMF can decide to store the NG2AP association related information along with UE context in the data layer. Since the same CCF/AMF is selected for subsequent transaction from UE/RAN, this avoids any potential for race conditions as in section 1.6 scenario 2). With this option, when necessary (e.g. AMF goes out of service or in maintenance mode), UEs can be directed from AMF-1 to another AMF-2 in a controlled manner.

a. Option 2 – 

RAN selects the CCF/AMF pool and eventually AMF instance is selected based on load balancing algorithm and there is no previously established NG2AP association. For subsequent transactions RAN routes the NAS signalling from the UE to a CCF/AMF in the serving network slice based on the NSSAI provided by the UE and according the same logic, e.g. based on load balancing algorithms. If the CCF/AMF is stateless in a slice that receives the NAS message, it will retrieve the user’s Context Data from the Data Layer and will execute the transaction. The benefit is that any CCF/AMF can be selected to process the MO transaction but at the same time, the drawback is that this can result in race conditionsIn case of MT transaction (e.g. SMF sending a DDN to AMF), the NF initiating an MT transaction via another NF (that is stateless) can check with the DL function if there is a serving NF for the given UE. If there is a serving NF for the UE already, then the NF shall send the MT transaction to the corresponding serving UE.

If it so happens that different AMF is selected (compared to the previously selected, current serving AMF), then the new (wrong) AMF trying to claim ownership for UE context from DL will be rejected for access request and it will be notified with serving AMF information. Then the wrong CCF/AMF will redirect the MO/MT request to the right serving AMF. (No need to roll back anything as CCF-2 / AMF-2 hasn’t done anything until then).

The following call flow illustrates how it can be ensured that an MT transaction reaches the same serving NF:

· Service request is triggered by Uplink data from the UE.

· Downlink Data Notification request is sent by the SMF. 
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Rather than sending the current location request to any AMF (based on load), SMF reads the DL to determine whether (and which) AMF is currently serving the UE and routes the request appropriately.
6.7.5.5 Potential Race conditions that result due to wrong network function selection:

1) Scenario 1 – Two (stateless) Network functions tring to claim ownership for the same UE context.

Resolution for scenario 1:

It should not be possible for 2 AMFs to access the UE contexts in the DL at the same instant as DL should serialize the context access requests from Network functions. Hence support of roll back mechanisms is not required. In short, only one NF (e.g. AMF) can have ownership of the UE context at any time but multiple network functions (e.g. SMF, PCF) can have read access for the UE context.

Scenario 2:

5) Service request is triggered by Uplink data from the UE.

6) RAN selects the AMF1 based on load balancing algorithms. 

7) UPF receives a downlink data for the UE and it routes the Downlink Data Notification message to AMF2. 

8) AMF2 reads the UE context from the data layer 

Solution explained in section 6.7.5.4 should ensure that this race condition does not occur. If it does occur for whatever reason, the following call flow shows how this race condition is resolved 


[image: image16]
Figure 6.7.5.5-1: Sychronization between MO and MT transaction

This scenario will not happen if the NF checks the data layer for the serving node in the DL prior to sending MT requests. The Data Layer enables to keep track of the Network Function instance currently serving a UE.  But if the scenario happens, the Data layer receives the access request from AMF1 first and when receiving the access request from AMF2, it will reject the access with an indication that AMF1 is the serving node. AMF2 should forward the DDN to AMF1. (No need to roll back anything as CCF-2 / AMF-2 hasn’t done anything until then).

Scenario 3:

3) Service request is triggered by Uplink data from the UE.

4) Detach request is sent by the UE. 

This scenario will not happen if there is an NG2AP association between RAN and AMF for the duration UE remains in CN connected mode. With NG2AP association, it can be ensured that the RAN selects the same AMF instance for subsequent MO transaction. 

If NG2AP association is not maintained for the duration UE remains in connected mode and AMF is selected based on load balancing algorithm every time and it so happens that different AMF is selected by the load balancer for subsequent NAS message, then the following call flow shows how this race condition is resolved:


[image: image17]
Figure 6.7.5.5-2: Two Consecutive MO requests from UE

Similar solution as scenario 2 applies for this race condition. The Data Layer enables to keep track of the Network Function instance currently serving a UE.  The Data layer will e.g. receive the access request from AMF1 first and when receiving the access request from AMF2, it will reject the access with an indication that AMF1 is the serving node. AMF2 should forward the Detach request to AMF1.
6.7.5.6 Context stored in the Data Layer:
Exact set of parameters that is stored in the data layer should be determined based on analysis of all relevant scenarios/key issues, outcome of the NextGen TR, work during the normative phase (release 15). Here we take an initial stab on the potential context that can be stored in the data layer. In principle, this could contain at least parameters that are exchanged today in S10 like signaling in EPC.

1) Context used by the same type of NFs (e.g. AMF) for NF resiliency: 

In rel-15, AMF should be able to store standardized UE MM context in the Data Layer. UE MM Contexts include information such as the following – 

· IMSI, MSISDN (optional), MM state, TAI, UE radio capability, UE network capability, DRX parameters, Mobility Restriction parameters, Access restriction parameters, RFSP index, NSSAI.

In rel-15, network functions should be able to store opaque data in the data layer.

2) Selective UE Context shared across different NFs: 

In rel-15, AMF should be able to store standardized UE contexts such as TAI, Cell ID, UE reachability event notification in the data layer to share with other network functions (e.g. SMF, PCF, AF, NEF, OSS etc). 

In rel-15, SMF should be able to store User plane function topology, standardized PDU session contexts to share with other network functions.
6.7.5.8
Solution evaluation 

Editor's note:
This clause will contain evaluation on the system impacts, e.g., UE, access network and non-access network.
3GPP
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