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Abstract of the contribution: Proposes a solution to change the AMF instance serving a UE without activating the UE (i.e. meet the agreements in KI#19). 
Discussion
Background and derived requirements & principles
In 23.799 v 14.0.0 the KI #19 was concluded with the single statement: 
8.14	Agreements on Key Issue #19: Architectural impacts when using virtual environments
The architecture should support mechanisms to avoid issues caused by the persistence ("stickiness") of UE-specific associations on at least NG2.
To give some more guideline for a solution to this agreement we also note the following statements in 23.799:
5.19.2.2	Scaling in/out of the AMF, and, handling of long lived NG1/2 connections
…
In a virtualised environment, this AMF could be instantiated multiple times in one or multiple data centres.
…, the Next Generation system should permit complete NAS procedures (c.f. EPC Attach procedure) to be executed on the same instance of the AMF.
… the Next Generation system should permit time-separated NAS procedures from one UE to use different instances of the AMF.
and
8.12.4	Reference points and Functionality description
…
NOTE 1:	Regardless of the number of Network functions, there is only one NAS interface instance between the UE and the CN, terminated at one of the Network functions that implements at least NAS security and mobility management.
…
From these statements we derive the following requirements for a solution:
· During a NAS or NG2 procedure a UE shall be served by the same AMF instance
· From one NAS or NG2 procedure to another it shall be possible to have a different AMF instance that serves a UE
· It shall be possible to change the serving AMF at any time without activating a UE that is inactive and without any additional UE interaction
The principle of keeping the same AMF instance during the lifetime of a NAS or NG2 procedure is important in order to ensure proper coordination and consistent handling of messages received by the AMF during the procedure, including potential unsolicited interfering messages from other entities in the network. This is assured by handling all ongoing signaling for one UE in the same instance of the AMF.
For the network to be able to route all messages to the same AMF instance during the life time of any procedure for a specific UE, there needs to be a mechanism to steer to the “serving AMF” instance for the specific UE. In EPC this mechanism is based on information in the temporary UE identifier (GUTI) for signaling from the terminal, but the mechanism/identifier differs depending on which interface the signaling enters in the MME function in EPC. In 5G CN it would be beneficial to have a similar mechanism/identifier for signaling from the UE towards the AMF. Whether to extend to use the same identifier on all AMF interfaces is FFS.
[bookmark: _GoBack]Another principle is to have a reasonable scaling for the 5G RAN entities. The scaling up or down of the core can not only be done per AMF instance which could result in excessive changes for the individual 5G RAN instance on the number of AMF instances to connect to. Instead it is expected that a single AMF instance itself can scale in/out within the instance without RAN coordination by adding VMs or other implementation choices.
Further, it is generally expected that core functionality will be provided as virtual functions in data centers. Yet the network architecture and the scaling of included functionality must not make assumptions about the data center infrastructure and the functionality provided by the infrastructure as that may vary from operator to operator. The network architecture should however include robust mechanisms to handle failures of complete data centers, e.g. due to earthquakes, terrorist attacks etc.

Solution
To meet the above derived requirements a possible solution is outlined in this paragraph. The solution is based on the following key principles:
· Enable moving a UE context between AMF instances between procedures for a UE, immediately coordinate with all peer Network Functions, but delay coordination with the UE:
· A procedure for moving UE contexts between AMF instances inspired by existing S1 HO procedure in EPC today but without immediate UE contact;
· Do not assume existence stateful or stateless AMF instance, or separate database – different options can be possible and should be left for implementation; 
· Maintain a pooling concept over several AMF instances to support redundancy between instances, especially if instances located in different data centers:
· Use a temporary UE identifier to allow RAN to find the serving AMF within an AMF pool;
· Storage of UE context, including replication within AMF pool e.g. for geo redundancy can be left for vendor implementation either in separate DB, separate NF or distributed among AMF instances;
· When the UE next time connects to the CN, re-direct between AMFs (within AMF pool) if UE contacting “non-serving” AMF based on current temporary identifier;
· Re-use of re-routing mechanism from DECOR/Nw slice selection to re-route from one AMF instance to another when the UE connects with a “non-serving” AMF in the CN (in the AMF pool);
Based on these principles, a possible solution could be described as follows:
For a UE, its serving AMF within an AMF pool may at any time be changed to another serving AMF within the same pool. The AMF Change procedure includes immediate signaling to all affected network functions except for the UE itself. An outline of the procedure is illustrated in the following call flow.
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Figure 1  AMF Change procedure example
In Step 1 (Figure 1), the procedure is initiated, and the initial coordination between the Old and New AMFs take place. There may be multiple triggers for an AMF change, and the coordination may or may not include a UE context transfer from the old to the new AMF, depending on how UE contexts are stored and managed. This is considered specific to implementation within the AMF pool. In case the AMF Change is initiated because of a failure of the Old AMF, the assumption is that the UE context is stored and/or replicated in such a way that it is not lost due to the failure.
In Step 2, the New AMF allocates a new temporary identity for the UE. However, as indicated in the picture, no signaling to the UE occurs at this point.
When, at a later stage (in Figure 2), the UE becomes active, e.g., due to paging following downlink data, the previously allocated temporary identity is provided to the UE, and the UE is re-directed to the new serving AMF as illustrated in the following diagram. In step 6 there are different options for how to find a UE in other AMF instances. These options include (but are not limited to) broadcast to other AMF instances asking for the UE location, and broadcasting from the new Serving AMF instance upon reception of the UE context at change of AMF instance (previous signaling diagram). Details of how to find the serving AMF and which of the options to select is FFS.
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Figure 2 [bookmark: _Ref471215918]DL data/Paging procedure incl. temporary Id change

Conclusion
From the agreements in TR 23.799 v 14.0.0 we have derived the following requirements:
· During a NAS or NG2 procedure a UE shall be served by the same AMF instance
· From one NAS or NG2 procedure to another it shall be possible to have a different AMF instance that serves a UE
· It shall be possible to change the serving AMF at any time without activating a UE that is inactive and without any additional UE interaction
We also identify a few principles that a solution should follow, and of these we would like to highlight the following:
· A single AMF instance itself can scale up or down within the instance without RAN coordination – This to have a reasonable scaling for the 5G RAN entities without excessive changes for the individual 5G RAN instance on the number of AMF instances to connect to
· The network architecture must not make assumptions about the data center infrastructure and the functionality for scaling between data centers - The network architecture should however include robust mechanisms to handle failures of complete data centers, e.g. due to earthquakes, terrorist attacks etc.
Based on these requirements and principles we have shown a possible solution meeting all these requirements and that also meets the agreements of KI #19.
Proposal
Add the following to the TS 23.501.
*************** Start of changes *********************
6.1.x	Principles for change of AMF
To allow for a more flexible 5G CN architecture and to avoid issues caused by the persistent associations to a specific AMF instance, the system shall be developed accordingly.  
The following principles shall apply for scalability and robustness of an AMF:
-	A single AMF instance itself can scale up or down within the instance without peer AMF coordination,
e.g. a single AMF instance can scale up or down within the instance without RAN coordination. This allows reasonable scaling for the 5G RAN entities without excessive changes for the individual 5G RAN instance on the number of AMF instances to connect to.
-	The network architecture should however include robust mechanisms to handle failures of complete AMF instances, e.g. due to earthquakes, terrorist attacks etc.
On NG2 interface, to enable sufficient flexibility in the association between a UE and its serving AMF instance, the following principles shall apply for signalling involving the UE and AMF: 
-	During a NAS or NG2 procedure a UE shall be served by the same AMF instance;
-	From one NAS or NG2 procedure to another it shall be possible to have a different AMF instance that serves a UE;
-	It shall be possible to change the serving AMF at any time without activating a UE that is inactive.


*************** End of changes *********************
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