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Abstract of the contribution: This contribution proposes interim agreements for the consolidated architecture options.
1
Introduction

It seems that the time constraints for Rel-14 and Rel-15 may not allow us to come up with true innovation for the 5G architecture, so it might be unavoidable to scale down the Rel-15 normative content to the absolute necessities for an early deployment (“prioritize”) and make sure that true innovation can happen in later Releases (“add hooks”).  In this case it will be of paramount importance that exclusion of features/functionality from phase1(Rel-15 WI), together with accompanying simplifications of the “standardised” architecture, doesn’t result in decisions that endanger the required future (r)evolution, and this is especially relevant when it affects the UEs. Of course the above approach requires that we first agree the way that we want the architecture to evolve in the longer term (e.g. consolidated architecture option 4).

This contribution aims to propose 

- principles to be applied for the target architecture in order to specify required innovative Next Gen features (Interim Agreements on Architectural Principles).
- if necessary and unavoidable due to time constraints, a scaled down initial design of the architecture  based on features where there is consensus for Rel-15 WI (Interim Agreement on initial Non-roaming Reference architecture without applying any innovation)

As follow up steps SA2 may need to amend interim agreements accordingly.
2
Proposal

The following text is proposed to be added to the Next Gen TR.
* * * First change start* * * *

8.x
Interim Agreements on the Consolidated Architecture Options
8.x.1
Interim Agreements on Architecture Principles 
This clause identifies architectural principles that apply for the target architecture.

1)
Separate the UP and CP functions, allowing independent scalability and evolution 
2)
Allow for a flexible deployment of UP and CP functions, i.e. central location or distributed (remote) location 

2a) No statements about where function is implemented or deployed (e.g. RAN functions may be deployed centrally and core network functions may be deployed within the access).

3)
Modularize the function design, e.g. to enable flexible and efficient network slicing




3b) Full modularization needs more time to be studied but phase 1 architecture specification shall not prohibit it . 
4)
Design the architecture in a way that leverages NFV, SDN and cloud technologies as much as possible.

4a) The specification shall enable stateless implementation and deployment of network functions. 

4b) The architecture shall enable selection of network functions in a dynamic way by leveraging cloud 
technologies, i.e. network function binding should not exist beyond the lifetime of a 
transaction.

4c) The architecture shall enable the use of a Shared Data Layer.

 

4d) The architecture shall leverage context information as described in key issue 9.

4e) Network functions shall be defined in a way that they provide a service to the other NFs ("caller") independent who the caller is.
5)
Support a flexible information model with subscription, context and state information separated from network functions and nodes

6)
Minimize access and core network dependencies by specifying a converged access-agnostic core with a common AN - CN interface which integrates different 3GPP and non-3GPP access types 
7)
The architecture shall support a minimum set of NF for basic connectivity, other functions shall be included on-demand according to the requirements of the specific service scenario and/or subscription information.

8)
The architecture shall enable the use of a functionality (e.g. MRFF) that uses the directory of NFs and their services in order to ensure the routing and forwarding of messages between the calling NF and responding NF (cf 4e). 
9)
The architecture shall support network slicing.
10) To simplify roaming architecture the SDM in VPLMN communicates directly with SDM in HPLMN to retrieve the subscriber data and related operator policies. NFs will retrieve subscriber specific data only of the Subscriber Data Management (SDM) in own network.
11)
The architecture shall support roaming in a NextGen network (VPLMN) even when the HPLMN does not support NextGen.


11a) NFs will retrieve subscriber specific data only of the VPLMN Subscriber Data Management (SDM). SDM 
in VPLMN communicates directly with SDM in HPLMN to retrieve the subscriber data and related operator 
policies, 
applies its own policies and if necessary converts them to enable local roaming.
* * * First change end* * * *

* * * Second change start* * * *

8.x.2
Interim Agreement on initial Non-roaming Reference architecture 
This clause identifies an initial non-roaming architecture in case a scaled-down initial design is unavoidable and necessary due to the time constraints set for release 15. 
This scaled-down NextGen architecture is limited to functionality needed for release 15 for test and pilot systems, i.e. just group CP and UP functions as illustrated in  Figure 8.x.2-1.
Network function modularization and communication (interaction) between network functions may not be needed in release 15 but the agreement for release 14 must include clear targets for the following phase(s) on function modularization.

As a minimum the Shared Data Layer (UDM) as described in clause 8.x.1 paragraph 4c) and the service based approach as described in clause 8.x.1 paragraph 4e) shall be realized.
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Figure 8.x.2-1: Initial Non-Roaming NextGen Architecture

The following reference points are illustrated in the Figure 8.x.2-1:
Reference Points:
NG1:
Reference point for the control plane between NG UE and NG Core.

NG2:
Reference point for the control plane between NG (R)AN and NG Core.

NG3:
Reference point for the user plane between NG (R)AN and NG-UP.

NG4：
Reference point between NG-CP function and NG-UP Functions


NG6:
Reference point between the NG-UP and the data network. Data network may be an operator external public or private data network or an intra-operator data network.

NG9:
Reference point between two NG-UP functions
Service based Interfaces:

SI1：
Service Interface exposed by User Data Management.
SI2:
Service Interface exposed by Mobility Management Function
SI3:
Service Interface exposed by Session Management Function
SI4:
Service Interface exposed by Application Function

SI7:

* * * Second change end* * * *
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