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Abstract of the contribution: We update solution 5.2 to resolve some of the open issues.
Discussion
We address some of the open issues that have been raised for solution 5.2 on the support of session continuity to enable (re)selection of efficient user plane paths. 
Roaming UEs

The following note captures the open issue related to the direct access of local network. 
Editor’s note: How the dedicated IP address range work for roaming UEs is FFS. 

The mechanism itself for using a dedicated IP range to get direct access to a local network can also work in the roaming case as long as the dedicated IP address range uses a different range than the home operator’s address range for home routing traffic. This can be ensured by using globally routable unique address ranges for the local traffic, hence address overlaps are avoided. 

Additionally, the home operator may wish to control whether the direct local access is allowed in the visited network or not. This may be based on subscription or the trust relationship between the operators. A subscription record can be used by the home operator to allow or disallow the use of direct local access for a given UE. Such a subscription record can apply to the roaming case as well as the non-roaming case. Using a subscription record for this purpose is aligned with subscription based control or related features such as allowing an address in the visited network. 

Operator control of IPv6 multihoming

The solution allows the operator to assign separate IPv6 addresses for the local traffic and the centrally routed traffic. In that case, the terminal needs a way to select between the available source addresses for a given traffic flow. RFC 4191 includes mechanisms by which an operator can configure rules into the UE to influence how the selection of the address. The mechanism is based on setting the selection rules as part of the IPv6 router advertisements. In that way, the operator can make sure that the propose set of traffic flows are routed locally, in line with the available local serviced in the given deployment. 
RFC 5014 specifies how the terminal socket API can be extended to let the UE override the default address selection rules. However, there are currently no socket options for selecting between a local and a central address assigned by the mobile operator. Hence, the current socket API would need to be extended, and furthermore the operating systems and applications would need to be impacted to make the proper selection, which is a disadvantage in terms of deploying the solution. Even so, only specific services may be available locally, and the operator has no easy way to influence the terminal’s decisions in case those turn out to be wrong, resulting in that traffic incorrectly takes the local path and cannot be handled, or that traffic that should take the local path is routed centrally and hence the local services cannot be made use of. 

It is therefore proposed that in the context of solution 5.2, only RFC 4191 is used to influence the terminal’s IP address selection. Note however that for other solutions such as solution 6.1, the terminal can have a wider role in selecting the source IP address. 

Impacts on on-going TCP sessions

The following note captures an open issue regarding on-going TCP sessions. 

Editor’s note: Impacts to on-going TCP sessions when changing from one UP function to another are FFS.

The question applies to the case when the UE’s session towards the local network is relocated from local network 1 to local network 2 during mobility. It is already clarified that in this case, application session relocation may be necessary which is out of scope for 3GPP.

Just as application sessions may be relocated, it may also be possible to relocate the handling of the TCP sessions. However, this is beyond the scope of 3GPP specifications. We propose to clarify that the handling of the TCP sessions is dependent on how the application sessions are handled, and this is not in the scope of 3GPP specifications. 
Proposal

It is proposed to update solution 5.2 in 23.799 according to the discussion above as follows. An editorial error (duplicated sentence) is also fixed.
--------------------------------FIRST CHANGE---------------------------------------

6.5.2
Solution 5.2: Solution to support Session continuity to enable (re)selection of efficient user plane paths
The Solution applies to Key issue 5: Enabling (re)selection of efficient user plane paths, especially the following issues:

-
Reselection of user-plane path between a UE attached to the mobile network and communication peers outside of the mobile network (e.g. Internet hosts) when the previous path becomes inefficient.
-
Minimising impact to the user experience (e.g. minimisation of interruption time and loss of packets) when changing the anchoring point for some or all packet data connections of a UE.
The Solution applies to Key issue 6: Support for session and service continuity
-
The types of sessions to be considered in the context of session continuity;
-
The level of session continuity to be supported depending on e.g., the type of service such as broadband, group communications, mission critical communications, etc.;
Editor’s note: This solution assumes support for IP services. Extending this for supporting non-IP (e.g. Ethernet) services is FFS.

6.5.2.1
Architecture description 
This solution assumes that the Next Generation network user plane will include two functions. 

-
One UP function providing the following functionality: uplink classifier functionality (UL CL) that allows steering local traffic to local services and/or central UP function towards central services, i.e. the ability to examine the destination IP address of IP packets sent by the UE and determine how the packet should be routed. In addition, packet routing, packet forwarding, traffic offloading to a local network as well as charging, LI and bitrate enforcement for locally offloaded traffic.

-
Another UP function providing IP anchoring functionality. 
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Figure 6.5.2.1-1 User plane Architecture for the solution

The operator uses configuration or policies to determine which flows are to be routed to/from the local network. Such configuration or policies are applied in the “UP function UL-CL” using uplink classification based on filtering rules.  For downlink, the operator configures the network routing such that only legitimate traffic from the local server may pass via the UP function local IP point of presence.

The operator may use a dedicated IP address range for the set of UEs that need to be reachable locally. The local service network is configured such that this address range can be used for local downlink traffic.


In the case of mobility, session continuity is provided using some form of tunnelling, both for the central IP anchor point, and for the local IP point of presence.  
A subscription record “Local Network Allowed”, applicable in both non-roaming and roaming cases, is used to allow direct access to the local service network. In case of roaming, the visited operator is only allowed to use direct access to a local service network in case the home operator has explicitly allowed it. 
Editor’s note: Further detailing of the subscription data is FFS, e.g. whether more information is needed than a binary indication of “Local Network Allowed”.
6.5.2.2
Function description
6.5.2.2.1 
General

UE has access to centralized services (access to internet) via the IP anchoring UP function, distributed services (e.g. cached content of a CDN, content distribution network) via the UL-CL UP function. The IP anchoring UP function providing access to the centralized services is assumed to be located in a more centralized location than the UL-CL UP function providing access to the distributed services. Note, that in this scenario only one host IP address that is centrally anchored has been assigned to the UE. 
The IP anchor is assumed to be located in a centralized location. Note, that in this scenario only one host IP address that is centrally anchored has been assigned to the UE. So, the UL-CL UP function with the local IP point of presence examines the IP packets (i.e. destination IP address) sent by the UE and decides whether to transmit the PDU within a tunnel to the central IP/PDU session anchor or it should be transmitted to the local application server (e.g. CDN) (e.g. within a tunnel). 
Another option for IPv6 is that IPv6 multi-homing is used with one IPv6 address assigned to the UE for the local services and one IPv6 address assigned for the more central services.   In case, the UE supports IPv6 multi-homing, the UE could receive 2 IPv6 prefixes - one from a local IP anchor and another from a centralized IP anchor (IETF RFC 4177, RFC 4191). The main difference between the scenario described above and multi-homing scenario for a single PDU session is that in case of multi-homing, rules configured into the UE decide when the traffic is intended for central IP anchor or local IP anchor by choosing the appropriate source IP address. RFC 4191 includes mechanisms by which an operator can configure rules into the UE to influence how the selection of the address.
Editor’s note: How IPv4 and IPv6 traffic can be supported in parallel for the same UE if IPv6 multihoming is used is FFS

Following are the main characteristics of the solution:

-
The possibility of having both a local IP point of presence (via the UL-CL UP function) and a central IP point of presence for a given session using the IP address allocated for by the central IP anchoring UP function. The local IP point of presence is applicable only for a well-defined set of traffic flows under operator control, while the central IP point of presence is used by default. The operator configures the local networks such that only the well-defined set of traffic flows can access the local IP point of presence. 
-
An operator controlled uplink classification functionality within the UL-CL UP function determines which uplink flows to direct towards the local IP point of presence when local IP point of presence is applied by the operator. 

-
The network decides how the traffic is routed i.e. whether it is routed towards the local network or towards the more centrally located UP function and Data Network. Thus, the UE is not aware of the traffic redirection in this scenario. 
-
The core network control plane is responsible for the setup, configuration and release of the user plane functions mentioned above, based on operator policies, UE preferences and subscription information, on a per session basis. 
6.5.2.2.2
Mobility aspects
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Figure 6.5.2.2-1: UL-CL UP function relocation for the same Local Network and existing PDU session.

When the UE is relocated from one UL-CL UP function 1 to UL-CL UP function 2, the existing session continues to be supported by the existing PDU session via the original local network-1 until termination. Session continuity is maintained from the UE’s perspective for the PDU session as the central UP function acting as central IP anchor and the Local Network-1 remains the same when the UE is relocated from UL-CL UP function 1 to UL-CL UP function 2.
Alternatively, the UE’s session towards the local network may be relocated from local network 1 to local network 2 in addition to UP function 1 relocation. Application session relocation may be necessary which is out of scope for 3GPP. This is shown in the figure below.

NOTE: 
During this relocation, if the existing session moves from local network 1 to local network 2, then application context information or application instance may need to be transferred from Local network 1 to Local network 2 in such a way that there is no interruption for the application running in the UE. If this is not possible for a certain application session, then the existing session continues to be supported via Local network-1 until termination. Details of the application context relocation, including the handling of on-going TCP sessions, are out of scope of 3GPP.
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Figure 6.5.2.2-2: UL-CL UP function relocation along with relocation from Local Network 1 to Local Network 2

The IP anchoring UP function is maintained for the PDU session as the UE moves, i.e. session continuity is provided for the PDU session as the IP anchoring UP function remains the same. Thus, this solution applies also if the UP function is relocated.

6.5.2.3
Solution evaluation

Editor's note: This clause will contain evaluation on the system impacts, e.g., UE, access network and non-access network.
--------------------------------END CHANGE---------------------------------------
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