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1. Introduction
The proposal in this paper complements existing QoS solutions captured in the TR by building on solution 2.5, which is applicable to other solutions (e.g. solution 2.1 and 2.2). Only the delta with respect to such solutions is described.
The solution in this paper introduces more granular traffic differentiation than allowed by existing solutions via a mechanism to enable differentiated QoS treatment of encrypted multimedia traffic (e.g. video streaming).
1.1	Differentiated Packet Treatment
Traditionally, QoS in 3GPP networks has been defined and enforced considering the QoS of IP flows, without differentiating different IP packets in a specific IP flow. 
A type of traffic that requires such differentiated traffic is video streaming, though other types of traffic may also have similar requirements. In particular in other streaming mechanism, the UE retrieves packets from a server in blocks. Each block has a specific length and a specific delivery deadline, after which the packets are not useful anymore and the streaming experience is interrupted. The priority of packets in a block may change therefore during the lifetime of the IP flow, requiring a QoS mechanism that allows the QoS treatment of a data flow to be modified dynamically and possible temporarily without requiring a QoS renegotiation with the CN. In particular, if the deadline for a block of packets is approaching, it is desirable to ensure delivery of such packets with a priority higher than normal, if radio conditions allow it; on the contrary, if the deadline is far, normal packet delivery (e.g. scheduling in RAN) can take place. However, neither the CN nor the AN are aware of such deadline or urgency to deliver the packets. 
A complication for traffic differentiation is the trend of content providers to move towards streaming encrypted content (e.g. protected with HTTPS). When the content is protected (either with HTTPS or with other encryption mechanisms) between the UE and the server, the 3GPP network nodes have visibility only of L3 and L4 information about the packets in a flow, and therefore any sort of differentiated packet treatment is not possible. Moreover, The growing rate of encrypted transport protocols for traffic carried over mobile networks is causing fundamental shifts in content over mobile networks since it impacts mobile operators general network management solutions (including QoS) and analytics and deep packet inspection (DPI).
The following gaps or drawbacks have been identified with respect to current solutions in the TR:
· It is not clear how any traffic differentiation, especially in congestion conditions, can be performed with encrypted traffic 
· Neither solution can handle QoS differentiation and RAN specific actions (e.g. scheduling) to handle different requirements for different packets within the same IP flow, unless DPI is performed in the RAN e.g. when AN congestion takes place, or the CN conveys to the AN some additional marking resulting from DPI in the CN. As an example, in solution 2.2 the Flow Priority Label (FPL) is defined to help the AN handle the traffic in a data flow in terms of pre-emptions or protection from pre-emption but such parameter, for traffic differentiation above L4, is ineffective unless DPI is performed in the AN.
2. Proposal
It is proposed to add the following solution to the TR 23.799 “Study on Architecture for Next Generation System”.
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[bookmark: _Toc453184147]6.2.5.1	Architecture description 
Editor's note: This clause will contain e.g., terminology, overview, architecture description of the solution. 
[bookmark: _Toc453184148]6.2.5.1.1 	Functional Architecture
The functional architecture of solution 2.2 is assumed. 
[bookmark: _Toc453184149]6.2.5.1.2	Applications Requirements Input
Solution 2.1 defines a set of application requirement inputs provided by an AF to the CP Function for QoS in section 6.2.1.1.1, and defines in section 6.2.1.2.2 how the QoS authorization based on application requirements takes place. 
In addition to what is proposed already, this solution proposes that the AF provides to the CP Functions also an indication of whether different packets within a data flow require differentiated treatment. E.g., for a data flow, the AF may provide two levels of QoS requirements in terms of Service Behavior, Service Requirements, Delay Requirements and Priority for solution 2.1, or in terms of two levels of bitrate for the same IP flow in case of solution 2.2.
[bookmark: _Toc453184150]6.2.5.1.3	Packet Markings for Traffic Differentiation
A new packet marking that conveys in-band information related to the data flow features (including information describing packet characteristics above layer 4) is introduced in order to enable easier traffic differentiation when traffic cannot be easily detected (e.g. for encrypted traffic) and to enable differentiated treatment of different packets belonging to the same data flow (e.g. packets that have different characteristics at level 5 and above and that require different treatment). 
Editor’s note: if packetization of data traffic in an application server includes e.g. high priority traffic and low priority traffic in the same packet, it is FFS whether it is possible to provide differentiated treatment for such traffic.
Editor’s note: it is FFS to what media types the solution applies. 
Upon definition of the QoS Policy or Authorized QoS in solutions 2.1 and 2.2 in collaboration with the AF (i.e. selection of QoS parameters defining the QoS for a data flow according to the QoS solution and the related parameters), the CP Function also generates a Packet Marking Token associated with the IP traffic.
In addition, a Packet Set Marking is added by the entity sourcing the data traffic. 
The solution is based on:
-	The presence of an AF that supports this packet marking solution and that interacts with the NextGen CN over NG5 to establish the QoS and packet treatment for the traffic
-	The AF marking packets with the proposed Packet Marking Token over the NG6 interface.
Editor’s note: it is FFS how the Packet Marking Token and the Packet Set Marking is are carried over NG6. E.g. for IPv6, extension headers can be used.  
-	The UP-GW that terminates NG6 receives the packet and, based on the Packet Marking Token, identifies the corresponding QoS policy and packet treatment. The UP-GW marks the packet towards the AN with mechanisms defined in other solutions.
Editor’s note: whether the current markings proposed in other solutions are sufficient to convey the information per in-flow packet differentiation is FFS. E.g. different FPI values could be applied to different packets of the same data flow.  
-	The marking performed by the UP-GW is carried to the RAN which can enforce QoS as defined in other solutions. In addition, the Packet Set Marking is mapped on 3GPP specific parameters to be carried to the RAN which can use it for differentiated traffic handling.
Editor’s Note: it is FFS whether the Packet Set Marking can be mapped to one of the existing QoS parameters. 

The Packet Marking Token is defined and used as follows:
-	Upon definition of the QoS Policy or Authorized QoS in solutions 2.1 and 2.2 in collaboration with the AF, the CP Function also generates downlink Packet Marking Token(s) associated with the data traffic. This may include Packet Marking Tokens for potential future traffic exchanged by the UE and the AF.
-	Each Packet Marking Token contains
-	A Token ID, identifying the token and the corresponding QoS policy
-	A Token Parameter Index (TPI) indicating which fields in a data flow header are used to compute the token hash
-	A Token Hash, calculated using the fields in each packet of the data flow described by the TPI
-	The Packet Marking Token is generated via a cryptographic hash with a key decided by the CP Function and provided to the entities that need to verify the token
-	The Packet Marking Token is appended to each packet of a data flow over NG6. Verification of a Packet Marking Token appended to the packet enables the UP-GW enforcing QoS and performing traffic filtering to identify the QoS policy associated with the packet without the need for TFTs.
Editor’s note: security aspects of this solution, e.g. how to securely generate, allocate, verify, and provision tokens to the UE will need to be studied by SA3.
-	In the QoS Policy or Authorized QoS, the CP Function:
-	for each data flow or specific set of packets in a data flow for which a downlink token has been generated, it provides to the UP-GW the Token ID, the information for token verification (e.g. the key used to generate the token), in addition to the remaining QoS information. 
-	for each data flow or specific set of packets in a data flow for which a downlink token has been generated, it provides to the AF the downlink Packet Marking Token .
-	Tokens are generated as follows:
-	if for a data flow the AF provides a single requirement for packet treatment, e.g. flow descriptor/packet filter and the related QoS requirements, the CP Function generates a single downlink (DL) Packet Marking Token .
-	if for a data flow the AF provides an indication that packets within the data flow require different QoS treatment, and the packets differentiation is at a layer above L3 and L4, and provides requirement for each required level of packet treatment, the CP Function generates a separate downlink Packet Marking Token for each different level of treatment. The CP Function indicates to the AF which Packet Marking Token shall be used for each different level of QoS treatment. When packets marked with the different Packet Marking Tokens corresponding to the different levels of treatment reach a the  UP-GW, the correct QoS policy can be applied. 
-	For each packet received containing a Packet Marking Token, the UP-GW retrieves the information corresponding to the Token ID, and computes the hash of the fields in the packet identified by the TPI using the token verification key provided by the CP Function. If the token is verified, the UP-GW does not need to perform any further packet inspection and it applies the QoS policy associated with the token.
Editor’s note: whether and how the solution works in the presence of middleboxes on NG6 is FFS.
The Packet Set Marking is added in addition to the Packet Marking Token:
· in order to enable flexible and dynamic QoS for a block of packets in a data flows (e.g. a block of packets for a video streaming) or to enable dynamic modification of a block of packets within a data flow, each block of packets sourced at an application server is marked with Packet Set Marking that distinguishes a block of packets from the following one, even if the traffic is 
Editor’s Note: it is FFS if the Packet Set Marking is an additional marking wrt the Packet Marking Token, or if it is part of the Packet Marking Token
· 
· 

[bookmark: _Toc453184151]6.2.5.2	Function description 
Editor's note: This clause will contain function descriptions and the interactions among the network functions.
6.2.5.2.1 Dynamic QoS Modification
In order to enable the support of dynamic QoS modification for a data flow, e.g. temporarily, 

when the UE detects the need to modify dynamically the QoS treatment (e.g. priority) of a block of packets, the UE provides a request to the RAN indicating which data flow the request relates to, providing the Packet Set Marking to identify which specific packets the request relates to, and with an indication of  the new requested priority. Though the specific of the indication shall be defined by RAN, from a NextGen system point of view if FPI is used as in solution 2.1, the UE requests an Override FPI value, whereas if FPI is not used as in solution 2.2 the UE may either provide the AN with the deadline for the delivery of the block of packets, or a value of downlink Packet Delay Budget (as defined in TS 23.203 but applied to downlink).


Editor’s Note: how the UE indicates the modified priority is FFS and shall be defined by AN. 

· 
In this solution it is also assumed that, when the CP Function provides the QoS Policy of the Authorized QoS to the AN, the CP Function also indicates based on the subscription profile, QoS request from the AF (and which AF is requiring the QoS), and local policies the data flows for which the UE is allowed to request a priority modification. 
The AN, upon receiving the request to modify the priority, accepts or rejects such request based on local conditions and policies in addition to the information provided in the QoS Policy or Authorized QoS by the CP Function.
Editor’s Note: it is FFS if a similar mechanism should be defined for uplink traffic, e.g. when the UE acts as a streaming server.
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