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------------------------- start of change 1 -------------------------------'
4.5
Load Balancing

Preferably, the NAS Node Selection Function in the RAN node balances the load between the available CN nodes. This is performed by an appropriate selection of the CN node for an MS which was not yet assigned to a CN node, i.e. when there is no CN node configured for the NRI indicated by the MS, when a 'random TLLI' is received (Gb-mode BSC), when no NRI can be derived or in exceptional cases, e.g. when the CN node corresponding to an NRI cannot be reached.

The load-balancing algorithm is implementation specific.

When the NAS Node Selection Function in the RAN (or, if using Network Mode of Operation I, the SGSN) receives an indication that the MS is configured for low access priority (e.g. because it is used for Machine Type Communication), the NAS Node Selection Function may take this indication into account when selecting the CN node (e.g. to select an MSC that has a particularly large VLR capacity or an SGSN that is optimized to handle UEs configured for low access priority).

In case of handover/relocation into a pool-area a load balancing between all the target CN nodes serving this pool-area is gained by configuration. Source CN nodes which support Intra Domain Connection of RAN Nodes to Multiple CN Nodes may be configured with all possible target CN nodes for each handover/relocation target. Source CN nodes which do not support the Intra Domain Connection of RAN Nodes to Multiple CN Nodes can configure only one target CN node per handover/relocation target. In this case each of source CN nodes which handover/relocate to the same pool-area may be configured with another target CN node out of all target CN nodes serving the same handover/relocation target. The mechanism for distribution of the traffic between the handover/relocation target CN nodes is implementation specific. This load balancing is complemented by the NAS Node selection Function in the RAN, which distributes MSs between the CN nodes when these MSs enter the pool-area in idle mode.

As more than one SGSN may send downlink data at the same time for a cell or a BVCI the total possible downlink traffic has to shared between the SGSNs as described in clause 5.3.2.

When dedicated core networks (DCNs) are used, load balancing by RNC/BSC is only performed between SGSNs that belong to the same DCN within the same SGSN pool area. Load balancing may also be performed per DCN in the case of an SGSN serving multiple DCNs when one DCN is supported by multiple SGSNs. The DCN Load Balancing functionality permits UEs that are entering into a pool area and being re-directed to an appropriate DCN to be distributed in a manner that achieves load balancing between the core network nodes of the same DCN within the same SGSN pool area. An example of NRI configuration that can achieve this is when DCNs are used is provided in clause A.3.

In case of CS domain subsequent handover/relocation, if the controlling MSC supports Intra Domain Connection of RAN Nodes to Multiple CN Nodes then it should check the target indicated by the serving MSC. If it is in its own pool area then the handover/relocation is handled as one back to the controlling MSC (the target MSC indicated by the serving MSC is not taken into account). If the target location is not in its own pool area then the target MSC indicated by the serving MSC is taken into account as normal (handover/relocation to a third MSC).

If the controlling (anchor) MSC is not in the same pool as target third MSC and if the controlling MSC does not support Intra Domain Connection of RAN Nodes to Multiple CN nodes, because the serving MSC can select any third MSC in the target pool area, the operator should configure the addresses of all possible third MSCs within the controlling MSC.
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