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Discussion
Key Issue #2 Congestion Control for DCN Types
Two solutions for Key Issue #2 exist in the TR23.711:

-
Solution #8: Congestion Control based on DCN ID and congestion level
-
Based on the existing Overload Start functionality.

-
Adding overloaded DCN-IDs and MME/SGSN load level in the Overload Start message from MME/SGSN to RAN

-
Using RRC Connection Release to reject the UE access request
-
Solution #9: NAS level Congestion Control based on DCN
- 
Reusing the existing NAS level Congestion Control

- 
No changes to 3GPP specifications as adding support for DCN overload handling is an MME/SGSN internal functionality

Evaluation:

-
Solution #8: Congestion Control based on DCN ID and congestion level

- 
PRO: Core Network decides which DCNs overloaded

- 
PRO: Rejection done by RAN on CN request

- 
CON: S1AP/RANAP (DCN-IDs, load level) needs update and existing “extendedWaitTime” in RRC Connection Release be further extended to not only handle IoT devices but handle any type of device. The effects on the performance for IoT and MBB devices by extending the “extendedWaitTime” to any device are unclear.

-
CON: RRC Connection Release used for rejection i.e. UE goes to connected before it is rejected

- 
CON: RAN controls the back-off timer based on load level info from Core Network control i.e. timer not directly controlled by Core Network.

- 
CON: Additional load on the RAN node to handle Overload Start/Stop functionality to also handle DCN Congestion Control

-
Solution #9: NAS level Congestion Control based on DCN

-
PRO: Core Network decides which DCNs overloaded and the back-off time based on existing information in the MME/SGSN. RAN not involved in the handling. 

–
PRO: No protocol updates needed as existing functionality is used

–
PRO: No additional load on the RAN node as the overload control is handled on NAS level

–
CON: Core Network gets some additional signalling load from UE NAS request. The UE NAS Request will be rejected by MME/SGSN with a back-off timer and cause code.

Conclusion Discussion:

-
Solution #9 NAS level Congestion Control based on DCN is in principle an existing solution and cannot be ruled out as a solution for Key Issue #2.

-
Solution #9 can both be used for eDECOR supporting UEs and also for DECOR with non-supporting UEs. Solution #8 can only be used for eDECOR supporting UEs. 

-
If there is one DCN per MME/SGSN the existing Overload Start functionality can be used  i.e. if the DCN is overloaded the MME/SGSN must also be overloaded.

-
Reject performed using RRC Connection Reject i.e. UE does not enter connected state.

-
If there are multiple DCNs per MME/SGSN solution #8 or #9 can be valid solutions.

-
If only one or some of the DCNs served by an MME/SGSN is overloaded the serving MME/SGSN is not overloaded i.e. having NAS signalling to a not overloaded MME/SGSN as in solution #9 should not be an issue.

-
For a MME/SGSN node serving multiple DCNs, there are both common node resources and individual DCN resources, but if triggering overload for an individual DCN it is difficult to conclude if overload is present at the common resources or at the dedicated node resource.  It is not even clear if it is possible to determine. If the separation of resources is not well defined (e.g. S1AP interface) it is questionable if solution #8 adds any better performance compared to solution #9.

-
Are the changes needed for solution #8 (i.e. changes to RRC and S1AP/RANAP and the added complexity in the RAN and CN) motivated to solve the DCN Congestion Control as an existing solution already exists and based on above it seems as solution #8 does not add any significant better performance compared to existing solution #9?

***** First Change *****

7
Overall Evaluation

Editor's note:
Common evaluation of all solutions and how they full fill the scope.

7.1 Key Issue #1

See Clause 8 Conclusion.
7.2 Key Issue #2
-
Solution #8: Congestion Control based on DCN ID and congestion level

- 
PRO: Core Network decides which DCNs overloaded

- 
PRO: Rejection done by RAN on CN request

- 
CON: S1AP/RANAP (DCN-IDs, load level) needs update and existing “extendedWaitTime” in RRC Connection Release be further extended to not only handle IoT devices but handle any type of device. The effects on the performance for IoT and MBB devices by extending the “extendedWaitTime” to any device are unclear.

-
CON: RRC Connection Release used for rejection i.e. UE goes to connected before it is rejected

- 
CON: RAN controls the back-off timer based on load level info from Core Network control i.e. timer not directly controlled by Core Network.

- 
CON: Additional load on the RAN node to handle Overload Start/Stop functionality to also handle DCN Congestion Control

-
Solution #9: NAS level Congestion Control based on DCN

-
PRO: Core Network decides which DCNs overloaded and the back-off time based on existing information in the MME/SGSN. RAN not involved in the handling. 

–
PRO: No protocol updates needed as existing functionality is used

–
PRO: No additional load on the RAN node as the overload control is handled on NAS level

–
CON: Core Network gets some additional signalling load from UE NAS request. The UE NAS Request will be rejected by MME/SGSN with a back-off timer and cause code.

8
Conclusion

For Key Issue #1 (DCN selection by UE assistance) the selected solution is based on solutions #1 (clause 6.1) and #5 (clause 6.5) using the network assigned DCN-ID with the addition of a range of standardized values of the DCN-ID. The standardized values have the same meaning across all PLMNs. The HPLMN can provision the UE with a single default standardized DCN-ID based on for e.g. subscription information The non-standardized value range of the DCN-ID are local to the serving PLMN.
For Key Issue #1 (DCN selection by UE assistance) the selected solution for an HSS update of UE Usage Type is based on solution #7 (clause 6.7).
For Key Issue #2 (Congestion Control for DCN Types) the selected is solution #9 (Clause 6.9 NAS level Congestion Control based on DCN) as this solution compared to the alternative solution #8 (clause 6.8) is an existing solution. There are no major performance differences between the solutions motivating the increased complexity and protocol changes needed for solution #8 
For Key Issue #3 (Load balancing within DCN) the way forward (to be filled in after meeting conclusion for Key Issue #3) …
***** End of Change *****
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