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Abstract of the contribution: Provides an analysis of LME approach and concludes that there are no benefits compared to local MBMS deployment, but creates problems for general MBMS use.
1. Introduction
This contribution discuss resource allocation perspective about the LME based V2X solution (option 1 and option 4 for solution#4 in TR 23.785) and localized MBMS solution captured in TR 36.885
2. Discussion
2.0
General
There are three alternative proposals for local MBMS for V2X.

· Solution#4 – Option 1 (TR 23.785)
· Solution#4 – Option 4 (TR 23.785)
· Localized MBMS based on implementation solution (TR 36.885), requires no additional architecture work.
2.1 Resource Allocation and Coordination
The Solution#4 – Option 1 and Option 4 introducing the LME node, which will not only handle the user plane traffic, but also need to be responsible for some resource allocation on the user plane. The user plane resources include:

· Allocation of MB2-U receiving details (MB2-U receiving IP address/UDP port)
For Solution#4 – Option 1 and Option 4, due to the user plane is moved to the LME, it will be more logical to let LME to be responsible to allocate MB2-U receiving details.
For Localized MBMS based on implementation solution, it is the local BM-SC to allocate MB2-U receiving details

· Allocation of IP multicast details (source IP address/UDP port, destination IP multicast address/UDP port, C-TEID)
For Solution#4 – Option 1, the IP multicast details are allocated by LME.
For Solution#4 – Option 4, MBMS-GW could allocate IP multicast details, while it would be much more flexible to let LME to allocate them.
· IP Multicast:
For Localized MBMS based on implementation solution, it is the local MBMS-GW to allocate IP multicast details

Within the IP multicast details, IP multicast address and C-TEID need to be coordinated by configuration to avoid the clashes. In another word, the IP multicast address range and C-TEID range need to be configured in each local node without overlapping. For Solution#4 – Option 1, the local node refers to LME. For Solution#4 – Option 4, it refers to LME and MBMS-GW. For Localized MBMS based on implementation solution, it refers to local MBMS-GW.
· Allocation of TMGI

For Solution#4 – Option 1 and Option 4, TMGI is allocated by centralized BM-SC.
For Localized MBMS based on implementation solution, TMGI is allocated by local BM-SC. The TMGI needs to be coordinated by configuration to avoid clashes. It means that the TMGI range needs to be configured in local BM-SC without overlapping.

The following table summarize the coordination situation about IP multicast range, C-TEID range and TMGI range, among the three alternatives for V2X. Note that they also need to be coordinated with other BM-SCs and MBMS-GWs in the network, in case multiple BM-SCs and MBMS-GWs are deployed.
	
	Option 1
	Option 4
	Localized MBMS based on implementation

	IP multicast range
	Local LME
	Local LME & Centralized MBMS-GW
	Local MBMS-GW

	C-TEID range
	Local LME
	Local LME & Centralized MBMS-GW
	Local MBMS-GW

	TMGI range
	Centralized BM-SC
	Centralized BM-SC
	Local BM-SC


2.2
Overall architecture 
· The Mv interface itself is the added complexity without any identifiable benefits.
· Both solutions will work, but the complexity is with LME not necessary, due to that local MBMS solution will work equally well. In addition, LME based approach has not been shown to work for current MBMS services and deployment (e.g. MooD, Counting etc.).
· Local MBMS solution does not have the drawbacks as attempted to be shown being solved by LME:
· “Local MBMS Distribution Request” is exactly a kind of “Session Start Request”. It is a traffic interface (like “Activate MBMS Bearer Req”), but not a provisioning interface (like “TMGI Allocation Req”). From this perspective, it looks like option 4 is more reasonable compared with option 1. That is, the “Session Start Request” towards LME is triggered by the LTE Broadcast nodes (MBMS-GW), but not V2X server outside LTE Broadcast network.

· If there is a single LME per eNB, then every time the UE moves out of the eNB coverage, then the whole Mv set up procedure has to be executed.

· If the LME serves multiple eNBs, then there is no difference compared to local MBMS deployment, but with added complexity of Mv interface addition/removal and new MB2-U handling.

· Any V2X server providing services to a wide area will need to have as many MB2-U as LMEs.
2.3 Deployment


Deployment perspective, there are no differences in terms of delivering V2X service and no concrete evidence of improvement on latency etc. using LME approach compared to Local MBMS deployment approach. In addition, local deployment can also ensure oter MBMS service delivery using same MBMS architecture and also reachability of local services as needed. This is achieved without changing MBMS archtiecture.
Any issues with colocated MCE vs. standalone MCE?  Does LME deployment mandate stand alone MCE?
3. Conclusion

As shown above, there are no added benefits seen from decomposing MBMS architecture for V2X services compared to local MBMS deployment using existing MBMS architecture.  But introducing new LME and MBMS architecture does have impacts and complexity without any value added that is aparant. . It can be emphasized the added complexity of the new interfaces as well. Another point that could be emphasized is the dual set of capabilities and interfaces that need to be supported by centralized BM-SC and MBMS-GW entities for the LME solution. One set of capabilities/interfaces for user plane routing via the LME  and another set of capabilities/interfaces for the legacy eMBMS deployment. 
So we propose not to continue on the LME based MBMS archtiecture option.

Existing MBMS architecture with use local MBMS deployment option is fully suitable for operator’s V2X operations.
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