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Abstract of the contribution: The contribution proposes a new solution for UP optimization based on use of dedicated bearersmultiple tunnels .
Introduction
Solutions 6.5.2 and Solution 6.5.3 in TR 23.779 are solving the problem of optimizing the traffic path shown in the figure below.
[image: ]

The main idea is that some of the traffic can be better served from an operator’s local network that is geographically closer to the UE’s location. This can be the situation for the case of content delivery networks, where the content that the user is interested in is cached in a local network which is closer to the UE’s location and hence can save operator’s core network resources and also reduce the latency in providing traffic to the user. 
The solution in Section 6.5.2 is depicted below:






In this solution, DPI (called Uplink classifier UL-CL) functionality is deployed in the user-plane of the UE’s traffic. By inspecting the traffic, the DPI functionality enables the offloading of traffic destined to local operator’s network (this offloading is additional functionality not shown in the solution).  The functionality required by the UL-CL are more than just filtering as stated as below:[image: ]

-	In addition, packet routing, packet forwarding, traffic offloading to a local network as well as charging, LI and bitrate enforcement for locally offloaded traffic.
-	For downlink, the operator configures the network routing such that only legitimate traffic from the local server may pass via the UP function local IP point of presence.
Another option is described based on providing multiple IPv6 prefixes to the UE and having IPv6 prefix1 to be anchored at UP to external network and IPv6 prefix2 to be anchored a UP to local network, with UE making a choice between the two prefixes. Operator provided policy can be used by the UE to make selection of the right IPv6 prefix. However, the IPv6 dual-homing is not part of the solution there, as the IPv6 dual-homing would not require an UL-CL in the network, which is a key component of the solution.
In this contribution, we provide another solution for this problem that is based on using dedicated bearers. The high level solution is depicted in the figure below.
In this solution, before path optimization both flows are in the default bearer. An IP address is allocated to the UE. Based on information from the user plane anchor UP-2 about the destination IP addresses used by the UE, the CP initiates the creation of a dedicated bearer which is anchored at a new user-plane node UP-3. This carries the traffic to and from the local network. The difference from EPC is that for EPC both the dedicated and the default bearers are anchored at the same user plane node. The user-plane node 3 will perform charging, LI and bitrate enforcement for locally offloaded traffic. This is like the functionality of PGW but does not include IP address assignment.[image: ]

The advantage of this solution are the following:
-	does not require DPI functionality in the mobility anchor (equivalent to SGW). DPI functionality is at UP-2 which is existing function equivalent to PCEF/TDF.  
-	Once decision to offload traffic is made, the offloaded traffic does not go via DPI. Hence traffic load on DPI is reduced compared to Solution 6.5.2.
-	during handover, the dedicated bearer can still be anchored at UP-3 as long as the user’s traffic to the local network continues, whereas the anchor (UP-1) for the default bearer can be changed.
1	Proposal
It is proposed to capture this solution for inclusion in TR 23.799.
MODIFIED TEXT for TR 23.799
6.5.x	Multiple Tunnel based traffic offload
[bookmark: _Toc453184264]6.5.3.1	Architecture Description
The solution proposed in this section is based on the architecture diagram in Annex G. The main concept is to offload traffic to an operator’s local network based on the creation of secondary tunnel that is anchored at the UP close to the local network. The UE is provided with a UL TFT of the traffic to be offloaded onto the secondary tunnel. The UE then puts this traffic on the newly created secondary tunnel. The solution is depicted at a high level in the figure below.
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Figure 6.5.3.1-1: Tunnel based traffic offload 
In this solution, before path optimization both the flows are in the primary tunnel. An IP address is allocated to the UE. Based on information from the user plane anchor about the destination IP addresses used by the UE, the CP initiates the creation of a secondary tunnel which will be offloaded at a new user-plane node UP-3. The RAN node is AS is also provided with rules to route the secondary tunnel to UP-3. The UE uses the UL TFT to put packets into the secondary tunnel. This carries the traffic to and from the local network. This traffic is served in the local network itself, i.e. does not leave the operator’s local network. The user-plane node 3 performs charging, LI and bitrate enforcement for locally offloaded traffic. 

Editor’s Note: How this solution works for traffic which is not first routed to central anchor is FFS.
Editor’s Note: How APN AMBR is enforced is FFS.
Any user traffic not directed to the local network (eg. DNS lookups) are carried on the primary tunnel, eg due to matching the *.* filter.
This solution only works for “deducible” IP flows, i.e when a valid TFT can be created and provided to UE to offload the UE’s traffic.
Packets may be re-ordered during the path switch of flows between the primary tunnel and secondary tunnel.
[bookmark: _Toc453184265]6.5.x.2	Function description
The high-level flow for this solution is provided in the figure below.





UE
AN
CN-CP
CN-U 
Anchor-2
CN-U 
Anchor-1
Data Network (Internet/Operator)
1. PDU Session Establishment Request (DNN)
2. Based on DNN + subscription information CN-CP selects Anchor-1
4. PDU Session  Establishment Accept
5. UL/DL IP Traffic
8. Tunnel Setup Request/NAS: Session Mgmt Request (UL TFT)
10. Tunnel Setup Response
15. UL/DL IP Traffic
6. UE’s traffic info
3. Create Session 
13. Create Tunnel/Session Request (IMSI, Offload. DL TFT)
9. RRC Reconfig
12. Session Mgmt Resp
11. Session Mgmt Resp
14. Create Tunnel/Session Response
Default Bearer
Dedicated Bearer
Default Bearer
Operator Services
7. CN-CP decides to offload some traffic at Anchor-2















Figure 6.5.x.2-1: User-plane path reselection based on multiple tunnels.
1.	The UE sends a PDU Session Establishment Request (Data Network Name (DNN)) message to CN-CP. 
 2.	The CN-CP selects CN-U Anchor-1, based on information e.g. DNN, subscription information of the UE, current mobility information of the UE (if available).
 3.	The CN-CP provides forwarding rules to CN-U Anchor 1. The CN-CP subscribes to specific UE traffic events such as access to specific applications/servers, summaries of destination IP address, etc.
 4.	The CN-CP sends a PDU Session Establishment Accept message to the UE. 
 5.	The UL and DL IP Traffic of the UE are via CN-U Anchor 1. 
 6.	The CN-U Anchor 1 provides periodic/event-based information about the UE’s traffic to CN-CP. This information can include for example, information about destinations/servers that the UE is accessing. The signalling traffic between CN-U and CN-CP can be limited by tailoring the event-based notification to be specific to IP addresses of servers in the operator’s local network (e.g. for CDNs, DNS response for content hosted in operator’s local network)
 	Based on the IP traffic information provided from the CN-U. e.g. UE is accessing content hosted closer to another anchor, and other information such as mobility pattern information of the UE, the CN-CP decides that a new tunnel should be created for the UE. Also that this tunnel should be anchored at CN-U Anchor 2.  
7.	The CN-CP triggers the creation of a new tunnel by sending a Session Management Request (UL TFT) to the UE and tunnel setup request to the RAN. The UL traffic flow template (TFT) is associated with the new secondary tunnel and is an IP filter used by the UE to put UL traffic destined to the local network on the new secondary tunnel.
 8.	The AN performs RRC Reconfiguration with the UE to setup a new radio tunnel.
 9.	The AN sends a Tunnel Setup Response message to the CN-CP.
 10.The UE confirms the setup of the secondary tunnel by sending a session management response to the network.
 11.The AN forwards the session management response message to the CN-CP.
 13.The CN-CP selects CN-U Anchor 2, based on information stored in Step 8. If the CN-U Anchor 2 is already in the path of the primary tunnel of the UE, the CN-CP sends a Create tunnel request (Offload flag, DL TFT). The Offload flag is an indication to the CN-U that the tunnel should be offloaded locally. Additional information for charging may also be included. The DL TFT indicates what DL traffic should be included on that tunnel. If the CN-U Anchor 2 is not in the path of the primary tunnel, the message sent by the CN-CP is Create Session Request (IMSI, Offload flag, DL TFT) instead.
[bookmark: _GoBack]	The local server also now provides downlink traffic to the CN-U Anchor 2via NAT collocated with CN-U Anchor 2 or a tunnel between local server and CN-U Anchor 2.
14. The CN-U anchor 2 confirms the setup of the tunnel. 
15.	The UL and DL IP Traffic of the UE destined to the local network is sent in the secondary tunnel via CN-U Anchor 2.
[bookmark: _Toc453184266]6.5.x.3	Solution Evaluation
Editor's note:	This clause will contain evaluation on the system impacts, e.g., UE, access network and non-access network.
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