SA WG2 Temporary Document

Page 2

SA WG2 Meeting #116
S2-163648
11 - 15 Jul 2016, Vienna, AT
(revision of S2-16xxxx)
Source:
Intel
Title:
Way forward on the V2X Message Offload (VMO) solution
Document for:
Approval
Agenda Item:
6.13
Work Item / Release:
FS_V2XARC / Rel-14
Abstract of the contribution: Proposes to agree in principle that the VMO solution shall be documented in an informative annex of TS 23.285.
1
Discussion

In the SA2#115 (Nanjing) meeting there were two contributions aiming to conclude on the type of Uu architecture: S2-162383 in favour of the SIPTO@LN architecture and S2-162727 in favour of the V2X Message Offload (VMO) architecture. However, no agreement could be reached.
In the same meeting the VMO solution was updated (see approved S2-163071) in a way that allows the VMO solution to be deployed as an implementation option, without any specification impact. Indeed, the main enabler of the VMO solution (i.e. a V2X transport address that is “well known” within an operator’s network and allows for identification of V2V/V2P messages at the VMO function) is proposed to be signalled at the application layer, which is outside of the V2XARC scope.
The authors of this contribution remain convinced that the VMO solution is a very realistic approach. Without repeating the debate from the SA2#115 meeting, we would like to insist on the following facts regarding the VMO solution:
-
The VMO solution dramatically reduces the need for NAS and intra-CN signalling (refer to the Annex of this paper for details).

-
The VMO solution is based on Mobile Edge Computing (MEC) techniques for identification and extraction of traffic in the RAN, and steering of this traffic to a local App Server for further processing. MEC techniques can be applied to 3GPP networks without any 3GPP specification impact, as witnessed by numerous ongoing trials.
-
The VMO solution does not have issues traditionally associated with traffic offload approaches (e.g. NAT) because VMO operates on uplink traffic only.
-
The VMO solution has no issues with service continuity because of the message-based nature of V2X traffic.
On a related topic, it is proposed to remove the last remaining Editor’s note in the VMO solution related to charging, by adding a NOTE that charging on per-message basis in this release is assumed to be performed at the application layer.
2
Proposal

In the light of these arguments it is proposed to agree in principle that the VMO solution shall be documented in an informative annex of TS 23.285.
It is also proposed to agree the text below for inclusion in TR 23.785.
####################### START TEXT FOR TR 23.785 ##########################

6.5
Solution #5: RSU based on V2V/V2P Message Offload function in eNB or on S1

6.5.1
Functional Description

6.5.1.1
General
This solution corresponds to the Key Issue #2 "V2X message transmission/reception for V2V Service and V2P Service" and Key Issue #6b "Latency improvements for eMBMS".
The proposed solution applies to the case where the UE sends the V2X message via LTE-Uu and the V2X message is re-broadcasted to surrounding UEs using MBMS as shown in Figure 6.5.1.1-1.
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Figure 6.5.1.1-1: V2X message transmission/reception for V2V/V2P Services via LTE-Uu
The solution description focuses only on the uplink side of Uu. The downlink side of Uu relies on eMBMS and can reuse the architecture proposed in other solutions (e.g. Solution #3 described in clause 6.3).

In order to reduce the latency for transferring V2X messages for V2V/V2P Service using LTE-Uu, localised routing of V2X messages for V2V/V2P Services is proposed. However, contrary to Solution #3, this solution does not rely on SIPTO@LN defined in TS 23.401 [7] for localised routing of V2X messages originated by UEs. Instead, this solution relies on a V2V/V2P Message Offload (VMO) function residing in the eNB or on S1 that identifies the traffic corresponding to V2V/V2P messages and steers it towards a local V2V/V2P application server, as illustrated in Figure 6.5.1.1-2.
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Figure 6.5.1.1-2: Uu-based RSU including a V2V/V2P Message Offload (VMO) function

NOTE 1:
The figure focuses only on the uplink side of Uu. The downlink side of Uu relies on eMBMS and can reuse the architecture proposed in other solutions (e.g. Solution #3 described in clause 6.3).

NOTE 2:
The solution focuses on V2P/V2V messages only. The second V1 reference point in Figure 6.5.1.1-2 towards a V2N/V2I application server in the network is for illustrative purposes only.

In this architecture the Uu-based RSU includes a V2V/V2P Message Offload (VMO) function for extracting traffic from a "macro" PDN connection established with a PGW entity residing in the network. The VMO function operates on uplink traffic only.

NOTE 3:
The VMO operates on uplink traffic only and does not need require NAT functionality for routing of downlink packets, in contrast to SIPTO/LIPA solutions that have been studied in TR 23.829 [10].
NOTE 4:
The VMO solution assumes that downlink delivery for V2V/V2P messages is performed in broadcast mode using eMBMS. If unicast delivery is needed for V2V/V2P messages (for whatever reason), the unicast downlink packet sent by the local application server is routed via the PGW of the UE's macro PDN connection. The application server knows UE's IP address as it has been received in the Source IP address field of the uplink packet carrying the V2V/V2P message.
It is assumed that the vehicle-mounted UE has a permanently established "macro" PDN connection to enable V2X messaging for V2N/V2I services with an application server residing in the packet data network, or to enable transport of other IP-based (non-V2X) traffic.

At the same time, the UE uses the same PDN connection for sending V2V/V2P messages to the RSU so that they can be re-broadcasted in the area around the UE.

In this architecture there is no need to re-establish a new PDN connection as the UE moves from one eNB to another, because the "macro" PDN connection is anchored deep inside the mobile operator's network. However, the VMO function needs to be able to identify V2V/V2P messages from the overall uplink traffic flow, so that they can be offloaded and forwarded to a local V2P/V2V application server.

There are several possibilities for identification of V2V/V2P messages:

-
Well-known destination transport address: Assuming that the V2P/V2V messages use a well-known Destination transport address (i.e. Destination IP address and/or Destination Port number), the VMO function can identify them by only looking at the Destination transport address fields in the uplink IP packet ("shallow packet inspection").

-
Dedicated EPS bearer: A dedicated EPS bearer on the "macro" PDN connection is used for exchanging traffic between the UE and the RSU. Any data packet sent on the dedicated EPS bearer is extracted at the VMO function without deeper inspection. The dedicated EPS bearer is identified at the UE and the eNB by using a special QCI value, or by using other explicit NAS and S1-AP signalling.

-
An indication in the PDCP (or MAC) header: When sending a V2V/V2P message (in contrast to a V2N/V2I message) the UE sets an indication in the corresponding PDCP (or MAC) header. With this option the UE can sent the message either as an IP packet or as a non-IP packet. The UE can "hijack" any of the established EPS bearers e.g. depending on the QoS with which the message needs to be handled. This option works only if the VMO is collocated with the eNB.


NOTE 5:
In any of the options listed above the identification of V2V/V2P messages is performed on identifiers that are not part of the encrypted V2V/V2P message payload.
NOTE 6:
For the option with well-known transport address the VMO can be located anywhere on the S1 interface. The choice of the VMO location is a trade-off between limiting the impact on deployed eNBs on one hand, and minimising the delay for message delivery.
NOTE 7:
In this release it is assumed that per-message charging for V2V/V2P messages offloaded by the VMO is performed at the application layer and is outside the scope of V2XARC.
6.5.2
Procedures

6.5.2.1
V2X message transmission/reception in Uu-based RSU including a VMO function
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Figure 6.5.2.1-1: V2X message transmission/reception in Uu-based RSU including a VMO function
1.
UE obtains necessary information for MBMS reception of V2X messages for V2V/V2P Services.

2.
UE-1 sends a V2X message over LTE-Uu. UE-1 has already an established PDN connection that it uses for exchange of V2N/V2I messages with a V2N/V2I Application Server in the network or for other IP-based traffic.

The eNB receives the V2X message. The VMO function in the eNB or on S1 identifies the message as being a V2V/V2P message. The VMO function extracts the V2X message and forwards it to a local V2V/V2P Application Server over an unspecified interface.

3.
The V2V/V2P Application Server decides to broadcast the V2X message and determines the target area of the message. The V2V/V2P Application Server sends the V2X message to the target area of the message using MBMS delivery.

4.
UE-1 sends a new V2X message over LTE-Uu.

The eNB receives the V2X message. This time the VMO function in the eNB identifies the message as being a V2N/V2I message. The VMO function lets the message through towards the SGW/PGW. The message is forwarded to a V2N/V2I Application Server residing in the packet data network.

6.5.3
Impact on existing entities and interfaces

A V2V/V2P Message Offload (VMO) function in the radio access network. To enable VMO-based implementations the mobile network operator (MNO) needs to define a "well-known" transport address to which uplink V2V/V2P messages are sent.

The "well-known" transport address is unique within the MNO's network and needs to be configured in all VMOs in the MNO's network.
The "well-known" transport address can be obtained by the UE using application-layer signalling over the macro PDN connection.

The solution assumes that the optional GTP-U sequence numbering is not used on S1-U.

6.5.4
Topics for further study

It is FFS which option for V2V/V2P traffic identification at the VMO function is the most appropriate.
Resolution: It is proposed in this release to focus on the option based on well-known transport address for identification of V2V/V2P messages.
6.5.5
Conclusions


This solution should be documented in an informative annex of TS 23.285 (cf. the documentation of the SIPTO “TOF” option in TS 23.060 Annex B).
####################### NEXT  CHANGE ##########################

7
Conclusions

Editor's note:
This clause will capture agreed conclusions from the study.
Solution #2 in clause 6.2 is considered as the basis for the normative work for PC5 based V2X communication.
For Key Issue #8: Inter-PLMN operation for V2X:

-
Depending on regulatory rules, in regions where no dedicated or common spectrum for V2X communication is assigned, and different PLMNs are configured to operate V2X over different radio resources, a V2X UE may need to receive V2X messages from different PLMNs simultaneously. UE's reception of V2X messages from other PLMNs is a supported feature. For LTE-Uu based V2X, however, such requirements could be mitigated by configuring V2X Application Server exchange of V2X messages across PLMNs. Such configuration/arrangement is out of scope of 3GPP.
The VMO solution (solution #5 in clause 6.5) shall be described in an informative annex of TS 23.285. This is motivated by its desirable properties (e.g. avoidance of NAS and intra-EPC signalling, no interruption due to mobility) and lack of specification impact.
####################### END TEXT FOR TR 23.785 ##########################
ANNEX
Comparison table from S2-162727
The table below compares the SIPTO@LN with Standalone GW and eNB with Message Offload (VMO) function solutions.
Contrary to the analysis in S2-162383 the use of X2 or S1 handover signalling is not considered because the S1/X2 signalling incurred by both solutions is the same.

The main criterion for comparison in this analysis is the amount of NAS signalling.
	Scenario
	SIPTO@LN with Standalone GW.

One PDN connection to macro network (V2N/Internet) & one local PDN connection to local V2X application
	eNB with Message Offload (VMO) function.

One PDN connection to macro network (V2N/Internet) also used for offload to local V2X application per eNB

	Mobility inside local network
	Needs two PDN connections if UE needs to access both a local server (e.g. V2V) and a distant server (e.g. V2N)  
	UE uses a single PDN connection to access both a local server and a distant server

	Mobility from local network to macro network
	NAS signalling + EPC-internal signalling used to release the local PDN connection
	If there is no local server associated with the target eNB, there is simply no local offload i.e. all uplink traffic is forwarded to the server in the macro network.

No NAS signalling or EPC-internal signalling used.

	Mobility from macro network to local network.
	NAS signalling + EPC-internal signalling used to establish the local PDN connection
	If there is local server associated with the target eNB, the VMO function starts offloading V2X messages.

No NAS signalling or EPC-internal signalling used.

	Mobility from one local network to another local network
	NAS signalling and EPC-internal signalling used to release the old local PDN connection and establish the new PDN connection.

In cases where the local PDN connection is the only PDN connection, UE needs to Detach and Re-attach.

Uu is unavailable for sending uplink messages during the PDN connection re-establishment (or Detach / Re-attach).
	VMO operates in connectionless manner.

When UE moves under the target eNB, the VMO in the target eNB starts offloading V2X messages.

No NAS signalling or EPC-internal signalling used.


	Vehicle in coverage of local application server. No PDN connection established to macro network.
	NAS signalling and EPC-internal signalling used to Detach and Re-attach.

Uu is unavailable for sending uplink messages during the Detach / Re-attach.
	Not applicable.

By definition the VMO solution uses a macro PDN connection 


Table 1: Comparison SIPTO@LN with Standalone GW and eNB with Message Offload (VMO) function 

Based on the above comparison and evaluation it is proposed to go forward using the VMO as this solution dramatically reduces NAS and EPC-internal signalling compared to the SIPTO@LN solutions.
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