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1
Introduction

This email discussion was aimed at making progress on topic #13 – UE Reachability management ahead of the SA2#116 meeting. This topic is listed in the MM work tasks, as follows:

	MM_WT_#2
	UE reachability management 
  
	2.1 Means for reaching the UE to enable mobile terminated communication, specifically during the various power saving means, like DRX or idle mode

2.2 Connection state model
2.3 Detection of UEs no longer reachable 


Based on the above task description, the following issues were addressed during this email discussion held from 14 – 28 June 2016:

1. Description of UE reachability in NextGen system? Also, what is UE reachability when UEs are in multiple network domains?
2. Knowledge of UE location
3. Dependency on MM_WT_#3 (UE Mobility levels)
4. RAT/RAN dependency
5. UE IDLE vs. CONNECTED mode
2.
Discussion on MM_WT_#2 issues
2.1
Description of UE reachability in NextGen
What is UE reachability? Also, what is UE reachability when UEs are in multiple network domains? Propose a description of UE reachability in NextGen.
Companies provided their opinions in the table below.
	Company name
	Comments

	DOCOMO
	UE reachability can be separated into: 

· Network internal: UE is within the operator network domain. Its location is known. Service continuity is provided.
· Network external: UE is outside the operator network domain. Its location in unknown. 
Questions:

1. How is service continuity in network external case handled?
2. Is UE reachability in NextGen only related to DL data transmission?

	Qualcomm
	UE reachability refers to the location of the UE that is known by the network. When the UE is registered in CN but in IDLE mode (i.e. equivalent to ECM_IDLE in EPC) its location is known to CN at tracking area granularity. If the UE is in CONNECTED mode (i.e. equivalent to ECM_CONNECTED) its location is known at cell level granularity in CN.

	Frank/Huawei
	It should be noted that “reachability management” does only exist because of battery power and signalling resource saving means. It would not be needed at all, if there would be an always existing signalling connection between the UE and the network. The problem is that within a cellular network there might be a huge signalling load for keeping that signalling connection always up to date with every cell change of every UE. 

Therefore that “reachability management” exists, which optimises the signalling load and thereby also the UE power consumption by balancing the signalling load between the amount of registration area update signalling and the amount of paging messages. The latter are needed for mobile terminated transactions (i.e. for “reaching the UE”).

As larger the registration areas as fewer registration messages from moving UEs, but more paging messages per mobile terminated transaction that starts from idle mode/state.
From that it may become obvious that reachability management relates to idle mode/state only. A connected (state) UE is reachable per se.

Maybe it is useful to draft some general description for the TR about what is commonly understood as reachability management?
The bit more extended question here might also be: are there any extra efforts for reaching or serving UEs that are in some “extended idle periods”. E.g. extended storage/validity time for downlink data, notification means towards senders of downlink data/signalling that UE is reachable for data, any UE-RAN-CN sync means for knowing when any stored downlink data/sign may be sent to the (reachable) UE, …
I don’t fully understand the “network external” question. If the UE is outside of any PLMN, i.e. has no coverage or is not allowed to register with any PLMN, it gets not any service. So also “not reachable”.  

	Intel
	As discussed in Topic 15, we are interested in studying and evaluating an NG Core architecture with no CN_IDLE_state (i.e. permanent CN_CONNECTED state). In this architecture the transitions between battery efficient state (“connected inactive” or “RRA_PCH”) and fully connected state are transparent to the NG Core.

In this architecture a UE that is “attached” (i.e. registered with NG Core) is always reachable from NG Core perspective i.e. the NG Core always knows to which RAN node to send MT data.

If the RAN determines that the UE is not reachable for configured time period, the RAN may initiate a detach.

	Nokia
	Same understanding as Frank on the need for reachability management in cellular network. To add to that, Nokia view is that UE reachability is managed by the CN when the UE is in NG CM IDLE state and the UE reachability is managed by the RAN when the UE is in NG CM CONNECTED, RRC inactive connected state.

	DOCOMO
	Agree with Huawei and Nokia that UE reachability applies only to UEs in idle-mode, and is managed by the CN. Not sure about “no_CN_IDLE_state” proposed by Intel. Intel seems to be proposing that both IDLE and CONNECTED states are managed by the RAN. Not sure if this will be very efficient.
A definition of UE reachability can be derived from Qualcomm, Huawei, and Nokia’s comments above. A proposed definition of UE reachability could be as follows:

“UE reachability in NextGen relates to UEs in idle mode state only and is managed by the CN. A UE in idle mode is registered in CN but in IDLE mode (i.e. equivalent to ECM_IDLE in EPC) and its geographical location is known to CN at tracking area granularity.”

	LGE
	The definition of UE reachability is that CN knows/tracks UE's registration area for terminated service and applies to UEs in NG CN idle. 

For NG CN Connected (at RAN inactive states), RAN manages UE's registration area. However for the case RAN level registration area failure, NG CN may assist registration area management. 

	CATT
	Agree that UE reachability only applies to UEs in idle mode only (including only RRC idle). If a UE is reachable, it should be able to respond to paging.

	DOCOMO
	Based on above feedback we provide a revised definition of UE reachability:
“UE reachability in NextGen relates to UEs in idle mode state only, and CN knows UE's registration area in addition to lack of active PDN connection for terminated service. A UE in idle mode is registered in CN but in IDLE mode (i.e. equivalent to ECM_IDLE in EPC) and its network point of attachment is known to CN at tracking area granularity.”
We seek some clarifications from Huawei on some of their above points:

“The bit more extended question here might also be: are there any extra efforts for reaching or serving UEs that are in some “extended idle periods”. E.g. extended storage/validity time for downlink data, notification means towards senders of downlink data/sign that UE is reachable for data, any UE-RAN-CN sync means for knowing when any stored downlink data/sign may be sent to the (reachable) UE, …”

Not clear where this will lead to. Can we request Huawei to clarify please? For example, in which KI are such “extended idle periods” defined? Where is the difference between an ‘extended’ and a ‘normal’ idle period? (i.e. are the current mechanisms in EPC not suitable when the idle period is extended, and if so, why?). Thanks.
We respond to Huawei’s question regarding “network external”. If the UE is outside of any PLMN, i.e. has no coverage or is not allowed to register with any PLMN, it does not get any service. So also “not reachable”.

The network external refers e.g. to cases where a local mobility anchor is used, and the IP address of a UE might change as a consequence of changing the anchor. Then suddenly, the novel problem of “how does an external server reach a UE that has changed it’s IP address” appears. So the “external” problem appears due to some of the novel mobility concepts that are discussed in NextGen, and might also affect UE reachability.

On Intel’s suggestion to study and evaluate an NG Core architecture with no CN_IDLE_state (i.e. permanent CN_CONNECTED state). We are open to study it, but some questions need to be addressed: 

· Won’t such a solution just shift core functions to the RAN, increasing RAN node complexity?
· How is “the NG Core always knows to which RAN node to send MT data” achieved? (We assume the “connected inactive” state is some kind of IDLE mode, with only tracking area granularity knowledge of the UE location in any place in the network. So how can the core have such precise knowledge?


Email convenor’s summary:

The above discussion tackled two main questions:

1) What is UE reachability, as related to CN?
2) What is the description of UE reachability management, as related to CN?
Summary of Company responses to Question #1:

	Qualcomm
	UE reachability refers to the location of the UE that is known by the CN.

	Huawei / Nokia / DOCOMO / CATT
	Reachability management in CN relates to idle mode/state only.

	Intel
	In this architecture a UE that is “attached” (i.e. registered with NG Core) is always reachable from NG Core perspective i.e. the NG Core always knows to which RAN node to send MT data.

	ZTE
	Reachability management is more than IDLE state. It covers also the unregistered state (see figure below).
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Response to Question #2: A proposed definition of UE reachability management in NextGen based on responses to Question #1:

UE Reachability management: 
“It relates to UEs in idle mode state only, and CN knows UE's registration area in addition to lack of active PDN connection for terminated service. A UE in idle mode is registered in CN but in IDLE mode (i.e. equivalent to ECM_IDLE in EPC) and its network point of attachment is known to CN at tracking area granularity.”
 [For Discussion and Approval as a new definition for Clause 3.1]
Areas for further study:
1) From Intel: Support of NG Core architecture with no CN_IDLE_state (i.e. permanent CN_CONNECTED state).
2) From ZTE: Two mechanisms in the CN to detect the unreachability:

a. Periodic location update timer expires, which means the UE is unregistered.

b. PSM timer expires: which means the UE is under the power saving mode.
2.2      Knowledge of UE location
In EPC, UE location is always known (either at cell or TA granularity). Must UE location always be available in NextGen core as well? Please provide your suggestions with reasoning.

Companies provided their opinions in the table below.
	Company name
	Comments

	DOCOMO
	UE location is handled as part of MM WT#3. Let’s work with the same mechanisms for consistency. 

	Qualcomm
	There is dependency with MM WT#3 but see clause 2.1 for principles proposed.

	Frank/Huawei
	Location is a bit misleading. More in general those are “registration areas” as there is not necessarily any unique mapping to actual locations. 
But yes, if there is some reachability management, then there should obviously be some registration area(s) known by the network for every UE that is considered as “reachable”. Agree that the granularity of those registrations areas is some optimisation task under WT3.

It should be noted that at least following some solution proposals the question should be separated into: is it always known by the network (answer as above) and the answer to: is it known by CN and/or AN may depend on the solution proposal.

	Intel
	In the NG architecture with no CN_IDLE_state the UE location is always known with either RRA or cell granularity.



	Nokia
	When the UE is in CN_IDLE state, the UE location is known at the TA level granularity as in EPC. When the UE is in CN_CONNECTED state and RRC_connected state, the UE location is known at cell granularity level. When the UE is in CN_CONNECTED state and RRC_inactive_connected state, the UE location is known at RAN area granularity level. 
Note – RAN area should be a subset of Tracking area.

	LGE
	Some traffic pattern such as mobile originated only, registration area management by CN (also RAN) may not be required.  

	CATT
	Same understanding as Nokia.

	DOCOMO
	We agree with Nokia’s overall concept of the IDLE and CONNECTED states. However, the description of “RAN area granularity level” needs to be defined. Whether this multi-stage reachability (cell level and RAN level), which goes beyond EPC, is beneficial needs to be studied.


Email convenor’s summary:

The main question addressed in the above discussion was:

1) Must UE location always be available in NextGen core as in EPC?

Summary of Company Responses:

	DOCOMO
	UE location is handled as part of MM WT#3 and therefore, should be handled the same way for consistency.

	Huawei
	Location is a bit misleading. More in general those are “registration areas” as there is not necessarily any unique mapping to actual locations. Is it known by CN and/or AN may depend on the solution proposal.

	Intel
	In the NG architecture with no CN_IDLE_state the UE location is always known with either registration area or cell granularity level.

	Nokia / CATT / DOCOMO
	When the UE is in CN_IDLE state, the UE location is known at the TA level granularity as in EPC.


Area for further study:
1) Multi-stage reachability (cell level and RAN level), which goes beyond EPC.
Possible conclusion (for discussion and approval as an architectrual assumptions for clause 4.2):

When the UE is in CN_IDLE state, the UE location is known at the TA level granularity, as in EPC.
2.3       Dependency on MM_WT_#3 (UE Mobility levels)
Different reachability solutions will be needed depending on the UE mobility level (e.g. in a full mobility configuration, a solution close to today's EPC might be feasible, while a "no mobility solution" might require a very different UE reachability concept). Also, do we assume fixed or changing IP addresses (during UE mobility) for the user plane?

Companies are invited to provide their opinions in the table below.
	Company name
	Comments

	DOCOMO
	When UE mobility levels are agreed as part of MM WT#3, then UE reachability can use the same mobility levels to address different UE reachability scenarios.

	Qualcomm
	The UE would become reachable to the mobility levels that will be defined in WT#3. 

	Frank/Huawei
	With a basic assumption of a “reachability management” as described above I would not see that it changes based on any “mobility levels”.
However, those “mobility levels” and their effects may need to be differentiated.

If those levels are understood as registration areas that adjust with how far a UE moves during a certain period in time, then it is just for optimising the signalling load by adjusting the size of the registration area based on the UEs mobility patterns, but the UE is always reachable.

If understood as mobility restrictions, i.e. as not providing any service, when the UE moves outside a registration area, then this may cause that the UE becomes “not reachable”.
So it obviously depends on the actual solution proposals what those “mobility levels” mean and whether those impact the UE reachability.



	Intel
	See previous answer.

	Nokia
	Especially in idle mode, Mobility levels could determine whether the UE performs tracking area update or not and the area in which the UE is reachable. If the UE is not performing TAU and/or moves beyond a certain area in which it doesn’t perform tracking area update (and/or update to the RAN during inactive connected mode), then the UE can become unreachable. So, there is some dependency on the mobility levels and reachability management.

	DOCOMO
	Agree with Nokia that some dependency on mobility levels will affect UE reachability.

	LGE
	We have similar view with Huawei (and Frank?) that the mobility level of MM WT#3 is mobility restrictions (i.e. limited and unlimited). So all discussion on this depends on conclusion MM WT#3.

	CATT
	Agree with Frank, it depends on how to define “Mobility levels”.

	DOCOMO
	On Huawei’s comment above:

“If those levels are understood as registration areas that adjust with how far a UE moves during a certain period in time, then it is just for optimising the signalling load by adjusting the size of the registration area based on the UEs mobility patterns, but the UE is always reachable.”

We agree with above comment but it indirectly implies that there might be a concept that the UE is not reachable in certain periods of time (different from the text further below, where the UE is not reachable at all if outside its registration area). The pros and cons of such an approach are not clear, and worth further study.


Email convenor’s summary:

The main question addressed in the above discussion was:

1) In NextGen does UE reachability has dependency on the UE mobility levels?

Responses:

	Huawei
	UE mobility levels do not affect UE reachability.

	Qualcomm
	The UE would become reachable to the mobility levels that will be defined in WT#3.

	Nokia/ DOCOMO
	Especially in idle mode, Mobility levels could determine whether the UE performs tracking area update or not and the area in which the UE is reachable. So, idle mode mobility levels will have an effect on UE reachability.


Conclusion:
· Non conclusive.
· Wait until MM_WT#3 is worked out, then determine if mobility levels have an effect on UE reachability.
2.4       RAT/RAN dependency

Questions to be answered:

1. Does RAN specific paging needed and how is CN aware of it?
2. Concept of Tracking Area in NextGen: can it involve multiple RATs?
3. Do we assume fixed or changing IP addresses (during UE mobility) for the user plane?
4. IP address validity in idle mode: does it expire?
Companies provided their opinions on each question in the table below.

	Company name
	Comments

	DOCOMO
	The RAT configuration will have an impact on how UE reachability is handled, e.g., how will CP signalling be done. We have to wait until RAN WGs have decided on a dual radio support for NR or standalone NR.



	Qualcomm
	1. Does RAN specific paging needed and how is CN aware of it?
Answer: Not clear what this means exactly but the OTA paging procedures are expected to be RAN specific and defined by RAN WGs.
2. Concept of Tracking Area in NextGen: can it involve multiple RATs?
Answer: Yes eLTE (aka LTE connected to NextGen using NG2/NG3) and NR where each can define separate independent TA ID types.
3. Do we assume fixed or changing IP addresses (during UE mobility) for the user plane?
Answer: Fixed IP address
4. IP address validity in idle mode: does it expire?
Answer: Not as long as the UE is registered in CN (as in EPC).


	Frank/Huawei
	1. in line with the common model of a reachability management described above, the entity that initiates search/paging of the UE needs to have the UE’s ”registration area(s). It will probably depend on the RANs that may connect to a CN and what interfaces are defined. Some example in next item.

2. as Qualcomm states, at least the eLTE and the NR might be manageable by a common reachability management. Any others might depend on interworking and migration options that are tbb.

On 1 and 2 there should be better concrete solution proposals; perhaps under IW/migration KI

3 that should probably depend on what KI on SC determines. It may depend on the service area that relates to the “PDU session” and whether the UE moves out of that area. 
4. might be no suitable question under this KI/WT. there is likely some monitoring of PDU sessions to see whether those are still alive. From that an IP adr might expire during (longer) idle periods. Related to expiry due to area change is under 3 above
3 and 4 are perhaps better considered under KI SC

 

	Intel
	1. In the NG architecture with no CN_IDLE_state the UE is perceived by NG Core as being in permanent CN_CONNECTED state. RAN-level paging is used for UEs in “connected inactive” state. The NG Core is always aware of UE location with RRA granularity at least, but NG core does not need to be aware of transitions between “connected inactive” and fully connected state.

2. In the NG architecture with no CN_IDLE_state we assume that UE tracking is performed at RAN-level only (in terms of RRAs).

3. Fixed IP addresses.

4. No need for IP address to expire.



	Nokia
	1. Does RAN specific paging needed and how is CN aware of it?
[Nokia] RAN specific paging is needed when UE is in RRC inactive connected mode, CN Connected mode.
2. Concept of Tracking Area in NextGen: can it involve multiple RATs?
[DC] At the minimum, eLTE and NR – Agree with QCOM and Frank/Huawei.
3. Do we assume fixed or changing IP addresses (during UE mobility) for the user plane?
[Nokia] This is for solutions described under SM/SC key issue.
4. IP address validity in idle mode: does it expire?


	LGE
	1. Does RAN specific paging needed and how is CN aware of it?

[LGE] RAN specific paging is RAN paging which is discussed in MM TW#1? If we agree on RAN inactive state, then RAN paging is necessary but the detail should be RAN decision. 

2. Concept of Tracking Area in NextGen: can it involve multiple RATs?

[LGE] Yes for eLTE and NR

3. Do we assume fixed or changing IP addresses (during UE mobility) for the user plane?

[LGE]  this is for SM/SC key issue

4. IP address validity in idle mode: does it expire?

Nope



	CATT
	1. Does RAN specific paging needed and how is CN aware of it?

To our understanding, RAN specific paging is needed.

2. Concept of Tracking Area in NextGen: can it involve multiple RATs?

Yes, but limited to 3GPP RAT, i.e. eLTE and NR.

3. Do we assume fixed or changing IP addresses (during UE mobility) for the user plane?

It may depend on the service/session continuity mode of the PDU session.

4. IP address validity in idle mode: does it expire?

During the life of a PDU session, IP address will not expire.

	DOCOMO
	We agree with Nokia’s comment on item #3 above that changing IP address is something for SM/SC key issue to look into.


Email convenor’s summary:

Four questions were addressed in the above discussion:
1. Does RAN specific paging needed and how is CN aware of it?
Conclusion: Not clear what RAN specific paging means, so no final conclusion can be reached".

2. Concept of Tracking Area in NextGen: can it involve multiple RATs?
Conclusion: In NextGen multiple RATS, for example eLTE (aka LTE connected to NextGen using NG2/NG3) and NR, can define separate independent TA ID types.
3. Do we assume fixed or changing IP addresses (during UE mobility) for the user plane?
Conclusion: Consider this question under KI SC.
4. IP address validity in idle mode: does it expire?
Conclusion: Consider this question under KI SC.
2.5       UE IDLE vs. CONNECTED mode

Where do you maintain the ECM state (IDLE to CONNECTED or vice versa)? In eNB? In Control plane? In User plane?
Companies provided their opinions on each question in the table below.

	Company name
	Comments

	DOCOMO
	More questions than answers at this point :

1. The UE might be connected from the NextGen CN point of view but idle in the NG RAN. How does NextGen CN handle this situation ?
2. Will RAN support the same UE idle-mode states as defined by SA2 ?

	Qualcomm
	ECM states is maintained in CN CP Functions.

	Frank /Huawei
	Not sure about the question. Does it relate to whether reachability management is allocated to RAN or CN? Or what is wanted to be derived here?
Today there is no need for using the reachability management/functions as soon as the UE is in connected state. Then at least signalling can be sent to the UE without searching/paging. 

It probably depends on the solution proposals whether the UE is always in connected state in the CN. Then any idle mode and reachability management would be for the RAN.

	Nokia
	NG CM Connected / Idle states are maintained in the Control plane function. (Note: NG CM Connected / Idle state is similar to ECM Connected/Idle state as in EPC.)

NG MM Registered / De-registered states are maintained in the Control plane function. 

RRC States (Idle – Connected – inactive) are maintained in the 5GNB (5GNB is equivalent to the eNB).

	DOCOMO
	Agree with Nokia’s assessment.

	LGE 
	In CN CP ..

	CATT
	Is it talking about NAS layer CM states? If yes, in CN CP Functions.


Email convenor’s summary:

The main question addressed in the above discussion was:

1) Where do you maintain the ECM state (IDLE to CONNECTED or vice versa)? In eNB? In Control plane? In User plane?

Conclusion: Can we agree with Nokia’s proposal, as follows:

NG CM Connected / Idle states are maintained in the Control Plane function. (Note: NG CM Connected / Idle state is similar to ECM Connected/Idle state as in EPC.)

NG MM Registered / De-registered states are maintained in the Control Plane function. 

RRC States (Idle – Connected – inactive) are maintained in the 5GNB (5GNB is equivalent to the eNB).
[Not clear where to insert this text in TR 23.799. Need to discuss it further.]
3
Summary and Proposal
As the outcome of this email discussion, the following is proposed for inclusion in TR 23.799.

[This is based on above conclusions of sections 2.1, 2.2, 2.3, 2.4 and 2.5.]
***************************************  Start of Change #1 *********************************************

3
Definitions and abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

Access Traffic Steering: The procedure that selects the "best" access network for a new data flow and transfers the traffic of this data flow over the selected "best" access network. The selection of the "best" access network is typically based on criteria such as the network load, the measured radio signal quality, the application associated with the data flow, etc. Access traffic steering is applicable between 3GPP and non-3GPP accesses.

Access Traffic Switching: The procedure that moves all traffic of an ongoing data flow from one access network to another access network in a way that maintains the continuity of the data flow. Access traffic switching is applicable between 3GPP and non-3GPP accesses.

Access Traffic Splitting: The procedure that splits the traffic of a data flow across multiple access networks. When traffic splitting is applied to a data flow, some traffic of the data flow is transferred via one access and some other traffic of the same data flow is transferred via another access. Access traffic splitting is applicable between 3GPP and non-3GPP accesses.
Evolved E-UTRAN: In the context of this document Evolved E-UTRAN is E-UTRAN upgraded to interface with the next generation core. Evolved E-UTRAN includes Evolved E-UTRA.
Evolved E-UTRA: RAT that refers to an evolution of the E-UTRA radio interface for operation in the NextGen System.
Logical resource: A partition of one or a group of resources. 
Network Capability: Is a network provided and 3GPP specified feature that typically is not used as a separate or standalone "end user service", but rather as a component that may be combined into a service that is offered to an "end user".
NOTE 2:
For example, the location service is typically not used by an "end user" to simply query the location of another UE. As a feature or network capability it might be used e.g. by a tracking application, which is then offering as the "end user service". Network capabilities may be used network internally and/or can be exposed to external users, which are also denoted a 3rd parties.

Network function: Is a processing function in a network, which has defined functional behaviour and defined interfaces.

NOTE 3:
A network function can be implemented either as a network element on a dedicated hardware, or as a software instance running on a dedicated hardware, or as a virtualised function instantiated on an appropriate platform, e.g. on a cloud infrastructure.
Network Slice: Is composed of all the network functions that are required to provide the required telecommunication services and network capabilities, and the resources to run these network functions.
NOTE 4:
In this document a Network Slice is equivalent to a network slice instance.
Editor's note:
It is for the RAN WG to determine how the network slicing applies to RAN. It is FFS whether some aspects of level of isolation/separation should be part of the  Network Slice definition.

NOTE 5:
The PLMN may consist of one or more network slices. The special case of just one Network Slice is equivalent to an operator's single, common, general-purpose network, which serves all UEs and provides all telecommunication services and network capabilities that the operator wants to offer.
NextGen RAN (NG RAN): In the context of this document, it refers to a radio access network that supports Evolved E-UTRA and/or new radio access technology and interfaces with the next generation core.
NextGen System (NG System): It refers to NextGen system including  NextGen RAN and NextGen Core.
NextGen UE (NG UE): It refers to an UE connecting to the NextGen System.

PDU Connectivity Service: A service that provides exchange of PDUs between a UE and a data network .
PDU Session: Association between the UE and a data network that provides a PDU Connectivity Service.
PDU Session of IP Type: Association between the UE and an IP data network.
Physical Resource: A physical asset for computation, storage or transport including radio access.
Service Continuity: The uninterrupted user experience of a service, including the cases where the IP address and/or anchoring point changes.
Session Continuity: The continuity of a PDU session. For PDU session of IP type "session continuity" implies that the IP address is preserved for the lifetime of the PDU session.
Telecommunication Service: is defined in TR 21.905 [1] as a bearer service or a teleservice.
NOTE 1:
In the context of this document it refers to the telecommunication services that are specified by 3GPP and which therefore may be provided by a network or a network slice that bases on 3GPP specifications.
UE Reachability Management: It relates to UEs in idle mode state only, and CN knows UE's registration area in addition to lack of active PDN connection for terminated service. A UE in idle mode is registered in CN but in IDLE mode (i.e. equivalent to ECM_IDLE in EPC) and its network point of attachment is known to CN at tracking area granularity.
***************************************  End of Change #1 *********************************************

***************************************  Start of Change #2 *********************************************

4.2
Architectural Assumptions

Editor's note:
This clause will document the identified common architecture assumptions during the study. The assumptions refer to items (e.g. architecture shall define RAN - core functional split) that must be fulfilled by the new architecture.

Editor's note:
The terminology in this clause is reused from Architecture requirement 1 in clause 4.1. This terminology should be aligned throughout the TR once RAN terminology is defined by e.g. RAN WGs.

1
The functional split between NextGen core and access network shall be defined with support for the new RAT(s), the Evolved E-UTRA and non-3GPP access types.

2
A NextGen Core-NextGen RAN interface supporting new RAT(s) and the Evolved E-UTRA shall be specified.

3
The method how the NextGen UE interfaces with the NextGen Core - if any - is FFS. Regardless whether the UE is connected to either or both of the new RAT(s) and the Evolved E-UTRA, the number of NextGen UE - NextGen Core signalling association – if they exist in the final solution - is not impacted.

Editor's note:
Whether the number of UE - NextGen Core signalling association is impacted when a UE is connected to multiple network slices (possibly involving multiple RATs), and/or non-3GPP access, is FFS.

4
It shall be possible to verify that the UE is allowed to access a specific network slice.
5
The life cycle management of network slice instances and network function instances are assumed to be within the scope of SA5.
6
When the UE is in CN_IDLE state, the UE location is known at the TA level granularity, as in EPC.
4.2.1
Initial High level architectural view

This clause shows the high level architecture that can be used as a reference model for this study. Figure 4.2.1-1 shows the NextGen UE, NextGen RAN, NextGen Core and their reference points.


[image: image2.emf] 

NextGen  

RAN  

NextGen   

Core  

NextGen   

UE  

Data   

Network  

NG  2  

NG  6  

NG  3  


Figure 4.2.1-1: Initial High level architecture view for NextGen RAN

Editor's note:
If, and possibly how, the NextGen UE interfaces with the NextGen Core is FFS.

Editor's note:
High level architecture view for non-3GPP access is FFS.

4.2.2
Reference points

NG2:
Reference point for the control plane between NextGen RAN and NextGen Core.

NG3:
Reference point for the user plane between NextGen RAN and NextGen Core.

NG1:
Reference point for the control plane between NextGen UE and NextGen Core.

NG6:
It is the reference point between the NextGen Core and the data network. Data network may be an operator external public or private data network or an intra-operator data network, e.g. for provision of IMS services. This reference point corresponds to SGi for 3GPP accesses.

4.3
Architectural Principles

Editor's note:
This clause will document the identified architecture principles during the study. This clause provides the guiding principles (e.g. establishing a session on demand for IoT devices, support for non-IP connectivity), key drivers for the architecture.

-
The UE may be attached to the network without having an established session for data transmission.

-
The number of reference points between the UE and the NextGen Core Network for the control plane over a single RAN should be minimized, independently of the functional composition of the control plane CN functionality.

***************************************  End of Change #2 *********************************************
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