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Abstract of the contribution: This contribution tries to address the work task#1 of session management model, focus on the user plane protocol model.
1	Introduction
This contribution tries to address the UP protocol model identified as SM_WT_#1.
	Work Task ID
	Work Task(s)
	Work Task Description

	SM_WT_#1
	SM model
	High-level functions definition and allocation (forwarding, address allocation, UP selection…)

	
	
	- PDU session type: support IP and non-IP connection
- Identifier: for DN and PDU session (e.g., reconsider whether to use APN or not)

	
	
	Basic procedures: on-demand SM setup, roaming/non-roaming support; Session maintenance (release, deactivation…) and related UE state change; UP function selection

	
	
	UP protocol model, e.g.,
- Identify UP functionalities needed to provide IP and non-IP PDU session (e.g. IP anchor, tunnelling, etc.) 
- Whether to simplify/remove tunnel if no mobility/session continuity support;

	
	
	Support multi-PDU sessions to the same DN and different DN



2	Summary of the Email Discussion
There are 12 companies kindly provided their views on all or part of the identified 4 questions. Intel, CMCC, AT&T, NTT DOCOMO, Cisco, Huawei, LGE, CATT, Samsung, Ericsson, Sandvine, Qualcomm.
There is no sufficient feedback on the listed UP functions in Q1 (Only one comment to incorporate real time UP congestion to the CP function).
2.1 On with/without tunnel
Although not explicitly mentioned in each feedback, but the following seems agreeable:
C1) Tunnel is needed for non-IP traffic if it is transferred through the UP.
C2) The tunnelling protocol should be left to Stage 3 for decision.
C3) Different QoS without separate tunnels is feasible, but it is per QoS KI discussion.  (CMCC, AT&T, CATT, Ericsson, Cisco)
Proposal 1: document C1, C2, C3 the above text in the TR.
2.2 On the level of tunnel granularity
Per UE per PDU session level tunnelling is recommended by many company at least as a general solution (e.g., Intel, DoCoMo, CATT, Samsung, Ericsson, Sandvine)
C4) Per UE per PDU session tunnel is needed on NG3 for support of mobility/session continuity non-IP traffic.
C5) There is clear interest to investigate more simple/flexible tunnelling for certain scenarios, e.g., AN node level tunnel for fixed wireless UE. (Refer to the feedback to Q2 Q3 by CMCC, AT&T, Huawei, CATT, LGE, Qualcomm)
Proposal 2: agree C4 and encourage study on mechanism and scenario on the simplified/aggregated AN node level tunnelling.
2.3 On Introducing of SDN to UP Model
One manner applying SDN in the UP protocol model was provided in the original email discussion paper. There is questions on the scalability, advantages on saving signalling or overhead as compared with no tunnel. There is also clear interest suggesting to study SDN based approach and document this in the TR (CMCC, AT&T). Since “SDN” is a broad concept and one of the key technology to motive the NextGen Architecture study with NFV, therefore, we should not exclude study proposals on this. 
During the study, some technical aspects should be considered: PDU types supported, assumptions on transport network technology, applicability to home routed roaming and inter-domain scenarios (i.e., inter SDN controller), PDU address uniqueness, inter-SDN controllers communication. See feedback from (CMCC, DoCoMo, Intel, LGE, Cisco, Ericsson, Qualcomm, Samsung Huawei)
Proposal 3: Study SDN related solution and the technical issues pointed out by the people should be considered.
3	Proposed Changes to the TR

* * * Start of the first change * * * *
[bookmark: _Toc453184223]6.4.x	Solution 4.x: Node-level tunnel for UP model 
This solution addresses the “UP protocol model” of the SM_WT_#1 SM Model, on 
	- Identify UP functionalities needed to provide IP and non-IP PDU session (e.g. IP anchor, tunnelling, etc.) 
	- Whether to simplify/remove tunnel if no mobility/session continuity support;
[bookmark: _Toc453184224]6.4.x.1	Architecture description
One important rule of the user plane tunnelling is to provide session continuity when UE moves across access network nodes. There are scenarios that “a fixed wireless terminal” connects to the network, e.g., a IoT UE, or a CPE UE providing fixed-network comparable bandwidth as the access service for the “last one mile”.   Such fixed wireless terminals need almost no movement or may also not be allowed (e.g., per-subscription) to move.
[image: ]
Figure 6.4.x.1-1: Illustration of fixed wireless terminals scenarios.
[bookmark: _Toc453184242][bookmark: _Toc453184345]The fixed-UE scenarios are characterized by the large number of connections (e.g., IOT case) and the heavy UP traffics (e.g., CPE case). This is not efficient still using the per bearer level tunnel mechanism in EPS.  To simplify the tunnel, an “aggregated” node-level tunnel between the NextGen Access node and the UP Functions could be used.
6.4.x.2	Function description
Editor's note:	This clause will contain function descriptions and the interactions among the network functions.
The NextGen Access node setup a tunnel towards a proper UP-function when the access node connects to the network.
All the fixed UEs whose traffic towards this DN session do not need to setup a per UE per DN session level tunnel but using the AN node level tunnel to transfer data. Only IP address is assigned to the UE and no tunnel related procedures will be conducted when the UE connect to the network. Therefore, the steps 4 and 6 in Section 6.4.2.2.1 do not need.
The AN node records the mapping between the UE IP address and the UE access identification information, e.g., the link layer information between the UE and the AN node.
Editor's note:	whether and how non-IP data are supported is FFS.
Editor's note:	the detailed QoS mechanism is per the progress of Key Issue#3: QoS framework.
For one AN node, there may be multiple tunnels exist connecting to different DNs.
Editor's note:	how to avoid overlapping PDU addresses of the UE is FFS.
6.4.x.3	Solution evaluation
Editor's note: This clause will contain evaluation on the system impacts, e.g., UE, access network and non-access network.






* * * End of the first change * * * *



* * * Start of the second change * * * *
6.4.y	Solution 4.y: SDN based UP model 
This solution addresses the “UP protocol model” of the SM_WT_#1 SM Model, on 
	- Identify UP functionalities needed to provide IP and non-IP PDU session (e.g. IP anchor, tunnelling, etc.) 
	- Whether to simplify/remove tunnel if no mobility/session continuity support;
NOTE: this solution provides one way to applies SDN to the NextGen Architecture. Other SDN related solution can be proposed based on it or as separate solution.
6.4.y.1	Architecture description
It is well known that SDN is one category of solutions that provides capability of flexible traffic management through centralized manner. One immediate consideration is to leverage SDN for correct traffic forwarding for uplink and downlink.  
During the procedures of session establishment, the CP functions perform as SDN controllers’ role towards the switches. The CP function, using SDi reference points, updates the forwarding table of the switches in the path between the NextGen AN node and the UP-Function. The forwarding rules in the table are based on the UE’s IP address, i.e., route traffic properly per source IP address for the uplink and per destination IP for the downlink.
In case the switch in the path cannot determine the next hop of the IP packet, the packet will be forwarded to the controller to get the instructions on the next hop switch. 
Editor's note: detailed procedures for using SDN setup the DN session is FFS.
Editor's note: in case of non-IP packet, the traffic transport rule (as compared with the forwarding table in the IP packet case) should be updated based on other forwarding information, e.g., layer 2 indication. This is FFS.
For the home routed roaming case, the switch should forward the UE packet to the UP function that is the adjacent among the two PLMN network, based on the UE IP address which is assigned by the home operator.
The IP address of the UEs should avoid overlapping, e.g., using IPv6, or assign distinct public/private IPv4 address within the same transport IP network domain.
When UE moves to another NextGen AN node, the CP-Function determines which switch need to be updated and do the forwarding table update accordingly.
Editor's note: how to interact with other CP-functions when a UE moves out of the domain of the CP-Functions is FFS.
[image: ]
Figure 6.4.y.1-1: Illustration of fixed wireless terminals scenarios.

6.4.y.2	Function description
Editor's note:	This clause will contain function descriptions and the interactions among the network functions.
6.4.y.3	Solution evaluation
Editor's note: This clause will contain evaluation on the system impacts, e.g., UE, access network and non-access network.

* * * End of the second change * * * *



Annex: Email Discussion Status
The following are the proposal, questions used for the email discussion. The feedback from companies is kept as it was for reference.
A.	Discussion on user plane protocol model
The UP protocol is per Stage 3 work.
A.1	Identify UP functionalities
The UP functions should provide the following capabilities:
-	traffic buffer/routing function for IP and non-IP session
-	UE IP anchor point
-	traffic statistics for charging purpose
-	traffic control, e.g., shaping, gating
-	traffic classification (for deducible, for non-deducible is FFS)
-	Aware UP path optimality (?)
Q1: Comments to the UP functions listed above and other capabilities that are missing? 
Companies are invited to provide their opinions in the table below.
	Company name
	Comments

	Sandvine Inc
	Sandvine consider that a functionality the user plane should include is the congestion situation real time report in order to allow the CP or SDN controller get additional criterions to select or re select the user plane part/path etc.




A.2	Opportunities to Improve Tunnelling Mechanism
As a 3GPP specific mechanism, the GTP-Tunnel is used for: 
1) QoS differentiation: The bearer granularity tunnel in LTE enables bearer level QoS
2) Mobility: Mobility support when UE moves
3) IP Transport: Guarantee the IP packet forwarding among access network and CN network
There are motivations to discuss whether tunnels could be removed to:
1) Avoid signaling on establish, maintain, delete tunnel
2) Avoid store the states of the tunnel information
3) Remove the overhead of IP packets caused by tunnel
4) Reduce the access dependency between 3GPP and Non-3GPP 
There are opportunities that may lead to removal/simplification/reduction of use of tunnels, e.g., considering NextGen deployments for fixed networks i.e. with stationary UEs.
The solution should make sure that: 1) uplink IP traffic traversals over the transport network, through the UP-Function selected by the CP-Function; 2) the downlink traffic is forwarded to the right NextGen AN Node, to which the UE is connected. 
Q2: Any comments to the motivations/opportunities to remove/simplify tunnels? 
Companies are invited to provide their opinions in the table below.
	Company name
	Comments

	Intel
	Intel currently thinks that a per UE per PDU Session tunnel is needed on NG3 and other NG Core-internal U-plane interfaces. We are neutral as to the actual tunnelling protocol (e.g. GTP-U, GRE, other) as long as the encapsulation header is able to carry additional per-packet information (e.g. QoS markings). The protocol decision can be left to Stage 3.

We think that some of the motivations above may be misleading: SDN may also rely on signalling and state instalment in intermediate nodes when establishing the U-plane path, so there may not be much difference compared to tunnelling. The main difference seems to be the absence of encapsulation header, but this is not necessarily an advantage (e.g. if per-packet QoS markings need to be carried out-of-band). As for the reduction of 3GPP vs non-3GPP access dependency, our current preference is a common NG Core as described in Solution 8.2 (clause 6.8.2) which uses the same NG3 interface, regardless of the access type.

Another reason for using per PDU Session tunnels is support for non-IP traffic.


	CMCC
	CMCC believes rethinking UP model on the tunnel is needed in cases of variant scenarios. “SDN” type of solutions should be studied/analysed to get possible opportunity on leveraging the deployed SDN in the transport network or DC.

	AT&T
	In our view there is NO need for tunnelling for QoS. In addition there are valid and significant use cases of fixed access in Next Gen System (using NR as well as non 3GPP access) that have NO mobility requirements and therefore no tunnelling is needed for them for mobility. 
For such cases the tunnel may only be needed for transport reasons i.e. connecting  one network node like the base station to a Core Network Function based on configuration / network topology i.e. such tunnels are not on a per UE or PDU session basis.

	DOCOMO
	We think that a per UE per PDU session tunnelling is needed on NG3 and other CN U-plane interfaces. On the other hand, while the goal of removing/simplifying tunnels is a good one, we need to study and analyse all aspects (mobility, charging, QoS) of any proposed solution and compare it with the existing tunnelling solution (decide on the pros/cons) before moving ahead. Also, this may depend on the slice/traffic type/UE usage type. For example, IoT applications may be served by having more distributed anchors with no IP address continuity between them and/or even “aggregated per node tunnels” (since charging and QoS may be simpler), but such a model is not applicable to eMBB traffic. Moreover, not all solutions removing tunnelling will reduce the signalling. For instance, use of SDN it might increase the signalling in the network to update the state in all intermediate nodes.

	Cisco
	Supporting different QoS without separate tunnels for different QoS classes is feasible, but this is discussed in the QoS KI. The remaining comments refer to the need for a per session per UE tunnel for other reasons.

On the “motivations” listed above: 
· (1) and (2) equally apply to an SDN based forwarding plane as it also requires (a) installing/updating/removing of per UE forwarding rules and (b) as a result, storage of state in the forwarding plane. Thus, this will not change when removing tunnelling/encapsulation.
· Reduction of “access dependency” is not fully clear in this context and requires more explanation. 
· “Removal of overhead of IP packets” requires more details. Does this refer to overhead seen on the wire (additional bytes that have to be conveyed) or to processing overhead? 

From a technical perspective, the existing encapsulation mechanism enables more than just mobility support and forwarding:
· The encapsulation header enables the system to identify which subscriber a given packet (or more general: PDU) belongs to without having to rely on information in the PDU itself. This “subscriber awareness” is vital for the system to be able to apply the correct actions (policy, charging, forwarding, etc.). Without tunnels, there would need to be a unique piece of information in each PDU to enable the user-plane nodes to identify the related subscriber. This assumption does not hold in the general case (see non-IP / transparent data as an example). 
· Support overlapping address ranges across UEs (non-roaming and roaming) for PDU sessions of type IP for both IPv4 and IPv6 (even for v6 “private address ranges” have been defined).
· Support of access to different data networks (Internet, IMS, etc). via the same infrastructure (simple UL forwarding to the appropriate UP GW, support of existing v6 multicast-address based in-band IP stack configuration protocols).
· Simple introduction of new payload types (the reason why non-IP could be introduced in R-13 rather easily was that the user plane is encapsulation-based). Without encapsulation, the underlying transport plane (e.g. forwarding element) needs to be upgraded whenever a new payload type is to be introduced.

	Huawei
	IP anchor/tunnel mechanism should be applied for PDU sessions with mobility requirement to resolve IP forwarding within mobile network. Whether this applies to all of the PDU sessions (e.g. sessions of fixed UE) is FFS. 
It should be noted that the design of the UP protocol should consider not only routing and mobility, but also other possible piggyback info requirements from e.g. QoS KI or RAN side(provided by current GTP-U). Currently we are open on simplifying the tunnel, but need to ensure all these requirements will be taken into account.
Supporting non-IP PDU need to be considered as well.


	CATT
	Per UE per PDU session tunnel is needed for support mobility and QoS requirements. It is necessary to discuss how to simplify the tunnel mechanism to support SDN user plane.
How to map the tunnel in CN  to RAN is also need to be considered.

	Samsung
	Also think per UE per PDU session tunnel is needed for support mobility and QoS requirement. And on SDN, it needs verification on overhead and scalability.

	Ericsson
	Also think that at least per PDU session tunnel is needed as a general solution. Per PDU session tunnel between each pair of nodes/functions instead of per-QoS tunnel may be feasible and is discussed as part of QoS Key Issue. As for the PDU Session handling, we agree that the four “motivations” for removing the tunnel are misleading (agree with several of the comments above, no need to repeat the same comments). 

	Sandvine Inc
	Sandvine consider a per UE per PDU session tunnelling is needed on NG3 and other CN U-plane interfaces. Making independent the Ip address space’s transport network from the Ip address space’s PDU sessions and  Supporting  overlapping address ranges across UEs (non-roaming and roaming, public and private ip address) for PDU sessions is something that NG3 must to be addressed 
Roaming out traffic most of the time uses overlapping ip address space. Behind of supporting overlapping address range, there  is a very deployed use case where the operator’s  customers manage their own Ip address space using their own AAA server etc. So it is a must, to support this use case at NG3.

	Qualcomm
	A per-UE, per-PDU session tunnel may be needed on NG3 and other CN U-plane interfaces to support QoS (i.e. packet marking solutions described in KI#2), routing/session continuity (depending on the SSC mode for a PDU), and for supporting non-IP PDU sessions. However, we should study whether tunnelling can be done in such a way to avoid per-QoS tunnel, i.e. to use tunnelling only for non-IP traffic and routing/session continuity.
Regarding the motivations, we agree the text is misleading. In addition to the previous comments:
4) Reduce the access dependency between 3GPP and Non-3GPP: if the architecture is defined in such way that the same NG2 and NG3 is supported for all ANs, including non-3GPP, the same tunneling solution would be used for all accesses thus avoiding completely any access dependency on the user plane 




A.3	Analysis on Simplified Tunnel Mechanism
Some simplified tunnel mechanism can be considered, e.g., an “aggregated” node level tunnel between the NextGen Access node and the UP Functions, as compared with for example the session/UE leveltunnel or bearer level tunnel as used in LTE/EPC
There are scenarios that “a fixed wireless terminal” connects to the network without move, e.g., a IoT UE, or a CPE UE which provides fixed-network comparable performance as the access service for the “last one mile”.   Such fixed wireless terminals do not move (they may also not be allowed to move). In such case, a Node level granularity tunnel is enough and no session/UE level is needed. As shown below:
[image: ]
Editor's note: what kind of “aggregated” tunnel is optimal is FFS.
Tunnel should be used if non-IP traffic is transferred through the user plane.
Q3: Any comments to the simplified/“aggregated” tunnelling approach? 
Companies are invited to provide their opinions in the table below.
	Company name
	Comments

	Intel
	As stated previously, we assume a per UE per PDU Session tunnel on NG3. This also solves the issue of overlapping IP addresses.

	CMCC
	CMCC currently thinks that, 
DN session level tunnel for smart phone type of UE.
AN node level tunnel for fixed UE.
Whether the session-level or node-level tunnel use the same protocol is left for stage 3.

	AT&T
	We agree with the use case and agree no UE/session level tunnels are needed for it.

	Cisco
	The scenarios above require more details (e.g. payload types to be supported, assumptions on uniqueness of IP addresses, is session continuity supposed to be supported if e.g. a fixed wireless UE changes cells due to fluctuating radio conditions, are multiple PDU sessions supposed to be supported in parallel, …). 

Depending on the details of the scenarios, different aspects listed in the reply to Q2 would need to be solved. The resulting architectures appear to be different for different scenarios, which may conflict with the target to define a common core.
 

	LGE
	It seems to be meaningful to study the AN node level tunnel for fixed UE. 

	Samsung
	We assume common mechaning for 5G CN for various deployment scenario. 

	Ericsson
	The approach with “node level” tunnel would need further clarification, e.g. for how the PDU session user plane traffic is identified by the receiving entity, what PDU types are supported, whether overlapping PDU addresses are supported, how QoS is carried with the user plane packet, etc. Also the technical benefits with “node level” compared to “session level” tunnel are not fully clear. 

	Qualcomm
	We agree that a simplified and flexible tunnelling scheme should be used to consider different types of devices and accesses (e.g. no mobility devices, fixed access, etc.). It is important however to define how QoS is supported when e.g. a single tunnel between two nodes supports multiple PDU sessions of different UEs, or supports multiple UEs with no PDU sessions (as it seems to be implied by many for fixed access). 


A.4	Analysis on Tunnel-less Approaches
There exists solution alternative, e.g., based on SDN, to enable the correct traffic forwarding for uplink and downlink. 
During the procedures of session establishment, the CP functions perform as SDN controllers’ role towards the routers. The CP function, using SD1 reference points, updates the forwarding table of the routers in the path between the NextGen AN node and the UP-Function, based on the IP address assigned to UE, i.e., route traffic properly per source IP address for the uplink and per destination IP for the downlink.
In case the switch/router in the path cannot determine the next hop of the IP packet, the packet will be forwarded to the controller to get the instructions on the next hop switch/router. 
Editor's note: in case of non-IP packet, the traffic transport rule (as compared with the forwarding table in the IP packet case) should be updated based on other forwarding information, e.g., layer 2 indication. This is FFS.
For the home routed roaming case, the switch/router should forward the UE packet to the UP function that is the adjacent among the two PLMN network, based on the UE IP address which is assigned by the home operator.
The IP address of the UEs should avoid overlapping, e.g., using IPv6, or assign distinct public/private IPv4 address within the same transport IP network domain.
When UE moves to another NextGen AN node, the CP-Function determines which routers need to be updated and do the routing table update accordingly.
[image: ]

Q4: Any comments to the tunnel-less approach, e.g., SDN type of solutions? 	
[bookmark: OLE_LINK7][bookmark: OLE_LINK8]Companies are invited to provide their opinions in the table below.
	Company name
	Comments

	Intel
	If CP Functions needs to contact all nodes on the U-plane path to set up the route for a specific UE and a specific PDU Session, it seems that there is as much signalling and state instalment in the intermediate nodes as in the per PDU Session tunnel-based approaches.

	CMCC
	CMCC currently understand plain applying SDN approach leads to scalability problem, considering avoid overlapping IPv4 address, the IP routing table update, the size of the routing table and support roaming. While, we are open and welcome novel approach study in the SDN/tunnel-less direction.

	AT&T
	We believe SDN based solutions for mobility / session continuity should be further developed and included in the TR.

	DOCOMO
	Any changes in the UE location (e.g. in mobility case), the CP function needs to update the state in all effected intermediate nodes, it is not the case in tunnelled based approach. In addition, the proposal specifically binds the CP to SDN techniques. On the other hand, most of the operator's lease the backhaul from other fixed line operator providers and do not typically have control over the routing techniques used in the fixed line operator's network. Hence, expecting the MNO’s to have control over the entire transport from the RAN to access is not possible. We therefore do not see much advantages on removing tunnelling in the user plane.

	Cisco
	The term “router” is probably wrong in the figure above as it typically implies destination IP-based routing which will not work if the UE has multiple PDU session to different UP functions.

Even assuming that the above is a switched transport network, the issues listed in the reply to Q2 would have to be addressed (how to determine to which subscriber a packet belongs, support of different data networks via the same infrastructure, non-IP support, etc).

The additional text that was added above after the conference call (e.g. “IP addresses should not overlap”) seems to hint that scenarios are proposed to be excluded to make such an architecture work. This may contradict with the target to design a common architecture/core. 


	Huawei
	Comparing to tunnel approach, tunnel-less approach (e.g. SDN solution as shown in above figure) may need additional mechanisms to maintain the end to end dynamic IP routing path especially for sessions with mobility requirement. Multiple intermediate UP nodes may be involved which lead to more signals and potential inconsistency and synchronization problems on these nodes. 
IP space overlapping need to be addressed for tunnel-less approach.
Simplified or optimised tunnel based approach may be investigated for some specific use cases, e.g. fixed UE.

	LGE
	The real area, which a SDN controller can serve, seems to be limited, and the interaction between SDN controllers may be considered. Therefore, the CP functions should have the functionality to perform interaction between SDN controllers as well as SDN controllers’ role.
This approach may be limited in the local network which only one SDN controller can serve.

	Samsung
	As stated at 2.2, SDN based mechanism needs verification on the overhead and scalability whether it has merit comparable to the tunneling per UE per PDU session level

	Ericsson
	There are several assumptions and restrictions that seems to be needed for this solution to be applicable, e.g. in terms of PDU types supported, assumptions on transport network technology, applicability to home routed roaming and inter-domain scenarios, PDU address uniqueness etc. 

	Qualcomm
	Several aspects would need to be addressed: is the interaction between the SDN controller and the UP functions it controls actually enabling less signalling? Is the configuration needed in each of the UP functions less than the state for a tunnel, especially if optimized tunnelling can be done? Is inter-SDN controlled mobility required, since we can’t expect one SDN controller to cover all the UP functions in the network? What is the impact of mobility in terms of required signalling when using SDN? Until these aspects are defined, it is not clear what the benefit of an SDN solution will be. 



Email convenor’s summary:
[to be provided at the end of email discussion]
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