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Introduction

This contribution discusses different options for how the user-plane traffic can be encapsulated/forwarded in the network, e.g. between RAN and CN. It also proposes an interim conclusion.   

Proposal

It is proposed to update TR 23.799 as described below:

**** First Change ****

Solution X. 
UP tunnelling options

Solution variants

When considering UP format there are a number of options that can be considered

1. Per QoS class tunnel protocol (one tunnel per QoS class)

In this option there is one tunnel per QoS class and PDU Session between each pair of NFs, e.g. between a RAN node and a UP function in the CN or between two UP functions in the CN. This option is similar to how it works for EPC where each QoS class (bearer) can have separate outer IP headers and separate encapsulation (GTP-U) headers. 

-
The receiving endpoint can use the outer IP header in combination with encapsulation header fields to determine the PDU Session and QoS class of the packet.

- 
New tunnel parameters need to be established for each QoS class.
-
At mobility, signalling of tunnelling info per QoS class (although several QoS tunnels can be handled in the same message) 

- 
Overlapping UE IPv4 addresses supported

- 
Different PDU types (IP, Ethernet, non-IP) supported 

· End-user payload “layer” decoupled from the transport layer, allowing different technologies in the transport layer. 
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Fig 1. Per QoS class tunnel protocol
2. Per PDU session tunnel protocol (may carry 3GPP QoS in the tunnel) 

In this option there is one tunnel per PDU Session between each pair of NFs e.g. between a RAN node and a UP function in the CN or between two UP functions in the CN. All QoS classes of a session share the same outer IP header, but the encapsulation header may carry QoS markings. 

-
The receiving endpoint uses an identifier in the encapsulation header, possibly in combination with outer IP header, to determine what session the tunneled PDU belongs to.

-
Common signaling for all QoS classes in mobility 

- 
Overlapping UE IPv4 addresses supported

- 
Different PDU types (IP, Ethernet, non-IP) supported 

· End-user payload “layer” decoupled from the transport layer, allowing different technologies in the transport layer. 
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Fig 2. Per PDU session tunnel protocol

3. One tunnel per destination (base station entity or UP function)

In this option there is a common tunnel for all traffic between each pair of NFs e.g. between a RAN node and a UP function in the CN or between two UP functions in the CN. 

- 
There is no identification of the PDU Session within the outer IP header or the encapsulation header. Instead the endpoint needs to use information in the end-user PDU to identify the session, e.g. the UE IP address in case of PDU type IP. 

-
The encapsulation header may or may not be needed, e.g. to carry an identifier for QoS purposes. 

-
Similar signaling as in Alt 2 since even though there may be less need to negotiate tunnel parameters during e.g. session setup, there is still a need to signal the session setup as such. Furthermore, even in alt 3 there may be a need to signal the tunnel endpoint addresses in case a node/function supports multiple IP addresses.
- 
Overlapping IPv4 addresses not supported since PDU session is identified based on UE IP address. A possible solution may be to have separate tunnels per APN, but the number of tunnel endpoint may then risk increasing significantly creating complexity for the solution.

· End-user payload “layer” decoupled from the transport layer, allowing different technologies in the transport layer. 

Editor’s note: It is FFS if Ethernet and non-IP PDU types can be supported using this solution and how the PDU Session can be identified in that case.
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Fig 3. One tunnel per destination
4. No tunnel (SDN-like technology is used to control where the traffic flows are handled)
In this option there is no outer IP header or encapsulation header between each pair of NFs e.g. between a RAN node and a UP function in the CN or between two UP functions in the CN. Instead it is assumes that routers and/or switches on the path between the endpoints (e.g. RAN and CN UP function) are configured with forwarding/routing rules that ensures that the packet is carried to the correct destination. The UP format is however more efficient in the sense that no tunnel headers are needed.

-
Different PDU types would require PDU-specific support in the transport layer 

-
Overlapping IPv4 addresses not supported

- 
QoS control need to be forwarded out of band to intermediate routers/switches and RAN, or alternatively the UE payload header could be used to carry e.g. DSCP 
Editor’s note: It is FFS if Ethernet and non-IP PDU types can be supported using this solution and how the PDU Session can be identified in that case.
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Fig 4. No tunnel
Alternative 4 is different from alt 1-3 in the sense that no tunnel is used. The use of a tunnel protocol (alt 1-3) serves several purposes:

· Allow a common UP transport for all PDU types (IP, Ethernet, non-IP). 

· Decoupling of the end-user payload “layer” from the transport layer, allowing operators to use different technologies in the transport layer. 

· Supporting UP mobility by updating the tunnel endpoints, thus avoiding signalling intensive updates to intermediate switches/routers as the UE moves.

A tunnel-less option (alt 4) would put different requirements on the transport network depending on the PDU type and would also create a lot of signalling in case of mobility in order to update intermediate switches/routers. 

Not using a tunnel protocol (alt 4) could be a potential optimization for some use-cases such a stationary UEs using PDU type IP. However, one can also consider optimizations of the tunnelled approach for those use cases by e.g. selecting a UP function (with NG6/SGi) close to or collocated with the RAN in which the tunnel becomes “short” or within a single site. 
A tunnel based approach can thus cover all can cover all use cases and is considered a base solution for the UP. 

Editor’s note: Whether a solution not using a tunnel protocol can be a potential optimization for some use-cases is FFS.

**** Next Change ****

8.X
Interim Agreements on Key Issue #4 Session Management

Interim agreements for Key issue #4 Session Management are as follows:

1)
The User Plane format in NextGen shall support a Per PDU session tunnelling protocol between each pair of NFs, e.g. between a RAN node and a UP function in the CN or between two UP functions in the CN.
**** End of Changes ****
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