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1	Introduction
Based on some discussions offline since last SA2#116 meeting, the following changes are provided in this revision:
· Proposing new interfaces in NextGen to interconnecting to the CCNF and Slice Specific Core Network Functions 
· Adding NFI selector to initiate the Network Function Instances discovery and interconnection as supported by KI#7 when receiving the PDU Session Request 
· Adding Policy Control Function support for network slicing policy support
· Re-arranging and clarifying some of the existing descriptions 
· Clarifying some of the terminologies – i.e. Tenant/Tenant ID, NFI Selector
· Adding new control flows for PDU session establishment and management
· A companion paper S2-164665 clarifies the procedures for addition or removal of a slice

***** First Change *****

[bookmark: _Toc458158037]6.1.2	Solution 1.2: Network slice selection
This is a solution for key issue 1 on support for network slicing. This solution is focused on supporting the Group-B type of network slicing as described in Annex-D. The UE related NG2 and NG1signalling are handled by a set of Common Control Network Functions (CCNFs) as shown in figures 6.1.2-1 and 6.1.2-2. Figure 6.1.2-1 depicts the non-roaming architectural concept of this solution to support the Core Network Slicing. In this architecture, the  Core network part of the Network slice is sharing some network functions with other Core Network part of Network slices for  that which serve the same UE, including the NG1 and NG2 terminations, in the CCNF. In the remainder of this Solution description we may refer to the Core Network part of a Network Slice as Core Network (or CN) Slice, and to the Radio Network part of a Network Slice as RAN Slice.




Figure 6.1.2-1: Core Part of Network Slicing concept (Non-roaming scenario) 

In this architecture, once the UE is assigned to CCNF during the attach procedure, as described below in subclause 6.1.2.2.3.1,  the signalling connection between the UE and the CCNF is based on the UE Temporary ID, i.e. the RAN part of the network slice routes UE signalling to the CCNF based on the Temporary ID the UE provides in RRC signalling. The CCNF is logically part of all the Network Slice Instances (NSIs) that are being used for the UE. So when a new NSI is added or an existing NSI is removed, a more optimal CCNF may have to be selected to serve the new set of NSIs used for the UE, thus triggering a CCNF redirection procedure.

Figure 6.1.2-2 shows UE1 and UE3 with 3 slices accessing multiple core network slice instances (NSIs) and therefore  multiple Slice-Specific Core network Functions (SCNF) (see section 6.1.2.1) via CCNF-1;  UE2 is associated with 1 NSI and is assigned to different CCNF-2 after the UEs attach to has occurred. Note that, prior to the UE being finally redirectassigned to a to Serving CCNF during the attach procedure (e.g. due to the processing of the network policy or subscription policy), a UE signalling may be first assignedrouted by the RAN to a default CCNF before the redirectionbased on RAN Routing policy, if the UE has no Temporary ID yet.  Further details on the CCNF assignment are described in the later sections.






Figure 6.1.2-2: UEs assigned to Core part of NSI after Attach.
[bookmark: _Toc458158038]6.1.2.1	Architecture description
Editor's note:	This clause will contain e.g. terminology, overview, architecture description of the solution.
This solution fulfils is based on the following fundamental architecture principles for network slicing:
-	In this proposed architecture, the control plane of the NextGen Core is partitioned into two types of Network Functions (NFs).  
-	Common Control Plane Network Functions (CCNFs), and 
-	Slice-specific Control Plane Network Functions (SCNFs)
The CCNF is the set of fundamental control plane network functions to support basic functions operation common among the NSIs within a NextGen Core. The CCNF functions are:  Subscriber Authenticator Authenticator and Authorisator, Mobility Management, Network Slice Instance Selector (NSI Selector), Network Function Instance Selector (NFI Selector) and NAS Routing Function.  In order to support the CCNF operation, CCNF uses the Subscriber Repository to support UE authentication and for UE subscription data retrieval (e.g. operator's policy towards the UE's requested service, QoS and security policy etc.)   
-	To support the selection of a particular NSI for a UE, this solution proposes that an MDD (Multi-Dimensional Descriptor) is may be configured in the UE. The definition of  the MDD is provided below in clause 6.1.2.1.1. The UE may provides itsthe MDD to thein RRC and in the NG1 (NAS) signalling during the UE attach. The RRC layer may route NAS signalling to a CCNF based on the assistance of MDD during the attach procedure, if the UE does not provide a valid Temporary ID for the PLMN, if available.  If no Temporary ID is provided by the UE, the RRC identifies the default CCNF based on the assistance of MDD.  Once the CCNF is selected at attach time, a Temporary ID is provided to the UE for the subsequent UE’s NAS messaging to its serving CCNF. This Temporary ID is included in the RRC signalling to enable such routing of NAS signalling.
- By leveraging also the UE's capability and subscriptions data from the subscriber repository in addition to the MDD, the UE will thenis  be authorized at attach time to access certain NSIs that correspond to certain MDD values, and the target NSI(s) are selected by the NSI selector of the CCNF. This creates a context in the CCNF for the given UE which includes defines the binding between the MDD vectors and the corresponding NSIs.  Any PDU session establishment in these NSIs may happen via subsequent SM signalling after attach, or related SM signalling containers could be embedded in the attach request.
Note that, prior to the target core NSI is selectedwhile NSIs are selected, it is possible for the default thethe CCNF that was initially selected by the RAN (e.g. default CCNF) for the UE is not the most optimal based on operator policies, so a CCNF change may happen and the UE is to be redirected to the actualan optimal Serving CCNF (e.g. due to the processing of the network policy or subscription policy); otherwise, the default CCNF becomes the Serving CCNF if it is considered suitable based on operator policy.  If the UE is not configured with an MDD, the network may provide a default MDD at attach time based on UE subscription information and other criteria as discussed below.  
Once the NSIs applicable to the UE are selected and with that the Serving CCNF, the Temporary ID and the Accepted MDD may be used by the UE for the subsequent NAS signalling as necessary for each individual NAS message.
Editor's note: Whether any additional Information from the UE is needed for NSI selection is FFS. 
-	It should be possible for a PLMN to steer change the set ofa UE to different NSI(s) a UE is using depending on the type of application and service it requires, or depending on changes to UE's subscription or operator's policy etc. This may depend on factors such as UE capabilities, configuration and authorization.
Editor's note: It is FFS on how to perform the steering to a different NSI.
Editor's note: The non-3GPP access aspects are FFS.
[bookmark: _Toc458158039]6.1.2.1.1	Network Sslice and Network Function selection
In order to perform network NSI selection, the NSI selection principle should enable the selection of the appropriate set of network functions to deliver a certain service even within a class of functions designedand/or for a certain use case. 
A network slice fulfils at least a couple of purposes for a UE:
1.	It offers a UE particular system behaviours tailored to specific application needs, from the standpoint of specific control plane (e.g. a UE may not need MT procedures, or require optimal behaviour for massive MTC, or Critical communications, etc.) or user plane behaviours (e.g. the UE may need a slice supporting header compression)
2.	It offers a UE access to resources allocated for a specific Service or Application domain, or a Tenant (e.g. minimum level of guaranteed resources or aggregate number of subscribers allowed to access the service at any point in time)
In summary, Tenant represents an organization, agency, application (or application class) or business entity which is entitled to access the service for the use of guaranteed network resources through a predefined Service Level Agreements and Policies with the network operator. 
For example, A a Tenant of PLMN resource e.g. is a wholesale customer of the PLMN ( e.g.. For instance, we could imagine a tenant as being a big company, or an agency which requires a PLMN to provide at least access to a predefined set of resources, or some specific policies in handling its slices subscribers at times of congestion). Indeed,A the PLMN may apply tenant specific policies at times of overload.  An example of a tenant may be some public safety agency. The tenancy concept may also be needed to meet application specific requirements. For instance let us consider an enterprise deployment: in the enterprise, we may have a factory floor set of devices and devices that are associated to non factory floor operations. The enterprise may have a policy to allocate at least 60% of resources (whether in the RAN or in the Core) to factory floor operation at times of congestion but not to segregate resources at all times. So the enterprise may set up a tenanted slice so that factory floor devices get at least 60% of resources at times of congestion.
Therefore at least two dimensions can identify a slice and these are the components of a Multi Dimensional Descriptor (MDD) vector:
-	one identifying a tenant (which we may call identified by the Tenant ID component of an MDD vector) 
-	one identifying the network behaviours for the target network service (identified by the (which we may call Sslice Ttype component of an MDD vector) (e.g. eMBB service, CriC, mMTC or other behaviours which may also be operator specific).
The Tenant ID is associated with the PLMN that assigns it.An MDD vector can be PLMN specific or standardized. When a MDD vector is PLMN specific, the UE stores the PLMN ID of the PLMN that assigns the MDD vector. The UE shall not use this MDD vector outside the PLMN that assigns it as it identifies a PLMN specific slice, not available elsewhere. Standardized MDD vectors can be used in all PLMNs. Federations of PLMNs may agree on common values of MDD vectors and support the same slice types, but this outside the scope of 3GPP.
This is to say, in summary, that the value of Tenant ID and Slice Type may be standard or operator specific. 
The Tenant ID field may have a standard value that indicates to the network that it is to be ignored (so the MDD vector is effectively only based on one dimension, i.e. the Slice type field).
Additional Iinformation such as UE's capability, UE's location (based on the UE's serving access) may also be used to support the UE authorization to access and to select a slice, and therefore to be authorised to use a certain MDD vector in the PLMN. 
The MDD is a matrix that indicates in each of its rows a slice the UE may request to access or address. If the NSI to be accessed is only one, the MDD is just a single MDD vector. A row in the MDD is referred to as MDD vector.
For instance, UE1 in Figure 6.1.2.1.1-1 may indicate the following MDD at attach time to request the network to allow it to use slices from the same tenant in parallel.
	Tenant ID=1
	Service Descriptor/Slice type = 1

	Tenant ID=1
	Service Descriptor/Slice type = m



However, for example and illustrative purposes only, if the UEs just needed to access the first slice of the two in the MDDs above, to e.g. send UL data for that slice, they both may indicate to the network in the RRC signalling needed to establish the RRC connection the following MDD
	Tenant ID=1
	Service Descriptor/Slice type = 1




 A network may configure the RAN to use the whole MDD or part of it, if available in RRC signalling, to assist the routing of NAS Attach request messages in a RRC connection that was established without the indication of a valid UE temporary ID for the PLMN. This allows the Attach request to be routed to a more suitable CCNF which would otherwise be selected if the network would just apply a load balancing based policy without using the MDD. 
For access control purposes, or overload control, and in general for the NextGen system slicing support, the RAN may be configured to act on the whole MDD or just a part of it.
The network may also refer to the MDD alongside other information (e.g. subscription, UE capabilities) available to the network to choose the appropriate Network Slice Instances and network functions which the UE can use.  The Attach accept includes the MDD indicating the MDD vectors of the active NSIs the Ue has been authorised to use.
The UE may be provisioned with MDD values to be used or the UE may obtain these from the network during the attach procedure. 
The UE uses the last accepted MDD vectors to address the active set of NSI.
For the case of PLMN-specific values of the MDD fields, they are always provisioned as a (PLMNID, Value) pair and the UE shall not use these when camping on PLMNs different than the one associated to the value, (e.g. if a Slice Type is applicable just to a certain PLMN, it shall be stored in the UE as (PLMN ID, Slice Type).

Figure 6.1.2.1.1-1 depicts the semantics intended by the MDD with UEs that can access a single tenant slices. The case of  UEs accessing multiple tenant NSIs is also possible as long as these NSIs do not require their dedicated CCNFs.


Figure 6.1.2.1.1-1: Network with n Tenants and m possible Slice Types (with UEs which can only access a single tenant slices)
In Figure 6.1.2.1.1-1, we have a network that is supporting n tenants and up to m network behaviours (slice types) in both the RAN and the core.
It is assumed to be possible for the RAN to dedicate resources to a slice.  
Editor's note: How RAN implements this (RAN slicing or not) is FFS and shall be decided by RAN, including whether certain slice types require specific RATs.
The indication of the MDD (vector) in the RRC layer during RRC connection establishment allows the RAN to apply Congestion management policies based on MDD (vector),  to route the UE signalling to an appropriate Serving CCNFRAN WGs should decide which exact RRC messages shall include the MDD. suitable for the type of applications/tenant when the UE does not provide a temporary ID suitable for routing. For instance this is the case of a UE which may not have yet attached earlier with the PLMN, or its MDD is not recognized in the RAN for CCNF routing purposes as it was assigned by another PLMN. .
A CCNF that serves the PLMN can also serve multiple tenants as long as all these tenants are customers ofhosted by the same PLMN and these tenants do not request their dedicated CCNFs. In addition, the RAN may apply some overload control or other resource isolation policies to select the target CCNF based on the MDD (e.g. Tenant ID) indicated by the UE. 
In the Core Network, receiving the MDD in NAS signalling (and maybe also in RAN-CN signalling) allows the core to handle incoming NAS signalling in accordance to policies specific to both the Tenant ID (from a resource isolation and congestion handling standpoint) and the Slice Type (from a dedicated network behaviour standpoint). It also may allow the core network to understand which  slice NSI or a set of slices NSIs that a UE may request to be activated selected out of a subscribed set of MDD vectors values (if available) applicable to the PLMN. 
In summary, NSI selection criteria should enable selection of right a correct NSI for a certain application/tenant. This is a role of the NSI selector function in the CCNF.  and also the right functional components within the network slice for a certain service requested by the UE at any time as per the pictures above.     
When a PDU Session Request is sent by a UE for a certain NSI, the NFI selector will then trigger the corresponding set of control plane NFIs within the serving core NSI for the network function discovery and interconnection among themselves.  
Editor’s note: Further details on NFIs discovery and interconnection are discussed in the separate work task related to KI#7. 
The MDD can be provided by the UE in both the RRC and the NAS signalling layers and is structured to represent at least (for each slice the UE can access):
-	a Tenant ID.
-	Service Descriptor/Slice type (e.g. eMBB service, CriC, mMTC or other behaviours).
The Service Descriptor/Slice types may have some standardized values and some operator specific values. A PLMN may also define tenant-specific slice types which include functions which are tenant specific.
Other miscellaneous information such as UE capabilities provided by the UE, UE's location (based on the UE's serving access) may also influence NSI selection.
The MDD is a matrix that indicates in each of its rows a slice the UE may request to access or address. If the slice is only one, it is a vector. A row in the MDD is referred to as MDD vector.
For instance, UE1 in Figure 6.1.2.1.1-1 may indicate the following MDD at attach time to request the network to allow it to use slices from the same tenant in parallel.

	Tenant ID=1
	Service Descriptor/Slice type = 1

	Tenant ID=1
	Service Descriptor/Slice type = m



However, for example and illustrative purposes only, if the UEs just needed to access the first slice of the two in the MDDs above, to e.g. send UL data for that slice, they both may indicate to the network in the RRC signalling needed to establish the RRC connection the following MDD

	Tenant ID=1
	Service Descriptor/Slice type = 1



When a usable Temporary ID is not available to send an incoming Attach Request to a CCNF, a network may configure the RAN to use the whole MDD or part of it to assist the routing of the Attach request to a more suitable CCNF than a vanilla/default one. Otherwise the network may just apply a load balancing based policy without using the MDD. 
For access control purposes or overload control and in general for the NextGen system slicing support, the RAN may be configured to act on the whole MDD or just a part of it.
The network can use the MDD along with other information (e.g. subscription, UE capabilities) available to the network to choose the appropriate Network Slice Instance and network functions. 
The UE may be provisioned with MDD values to be used or the UE may obtain these from the network during the attach procedure. The UE uses the last obtained MDD until the network changes these values e.g. via a TAU or a subsequent attach.
The MDD tenant ID and/or slice type values may be standardized or PLMN specific. For instance, UEs that do not use tenanted slices may have the MDD Tenant Id field always set to a default standard value, which indicated this field is "don't care". In that case, for these UEs the Network Slice Instance selection based on only on the Slice Type field. 
For the case of PLMN-specific values of the MDD fields, they are always provisioned as a (PLMNID, Value) pair and the UE shall not use these when camping on PLMNs different than the one associated to the value, (e.g. if a Slice Type is applicable just to a certain PLMN, it shall be stored in the UE as (PLMN ID, Slice Type).
[bookmark: _Toc458158040]6.1.2.2	Function description

Editor's note:	This clause will contain function descriptions and the interactions among the network functions.
6.1.2.2.1	Functions.
CCNF: 	the Common Control Network Functions is a group of functions that are shared across the slices concurrently supported for a UE
SSNF: 	Slice Specific Network Functions is the set of functions of a Network Slice that are not shared with other Network slices concurrently supported for a UE. It includes Slice CP Network functions and Slice UP network functions.
Slice CP Network functions: 	Control plane functions applicable to a SSNF
Slice UP network functions: 	User Plane functions applicable to a SSNF
PCF: 	the Policy Control Function, controls the Slicing Selection policies in CCNF and also Policies related to UE handling inside a SSNF
Subscriber Repository: 	Repository of subscription information 
6.1.2.2.1 	Reference points
NGc:	Reference point between the CCNF and the Slice CP Network functions, used to exchange control information
NGr:	it is used by the CCNF to access subscription data 
NGcp:	It is used by the CCNF to obtain dynamic policy decisions on Network Slice Instance Selection (e.g. based on load status of Slice Instances).
NGs:	It is used by the Slice CP Network functions to access subscription data 
NGp:	It is used by the Slice CP Network functions to obtain Policy decisions (e.g. related to QoS or charging aspects for a session PDU flows). 


[bookmark: _Toc458158041]6.1.2.2.1	High level operation description
The association binding of a UE to a set of Network Slice Instances a slice involves the core network to "onboard" the UE on the slice when the UE attaches to the network. This process happens when the network receives the Attach request. The set of these NSI's that are bound to a UE is known as "Active Set of NSIs". This is a high level description of the steps that need to beare followed:
1.	When the networka CCNF receives the attach request, it checks the UE has valid credentials and validates its IMSI (in the equivalent of an IMSI attach) or it binds the Temporary ID the UE provided to its IMSI (If the attach uses a Temporary ID). In the process, the network gains access to subscription data for the UE and a (new) Ttemporary ID may be assigned by the CCNF that has received the UE signalling.
The functions of CCNFs are described as follows:
a)	Subscriber Authenticator and AuthorisatorAuthenticator: is responsible to authenticate and to register the UE for accessing the NextGen system as well as to maintain the context for UE's identity, capability and service subscription etc. to support Network Slice Instance selection.
b)	Mobility Management: is responsible for supporting the UE registration and MM status in the operator's network, keeping track of UE location, reachability, providing roaming support, and supporting mobility restriction 
c)	NSI Selector: is responsible for selecting specific core network slice instance based on the MDD and other information provided by the UE (e.g. UE capabilities) and the subscriber information retrieved from the Subscriber Repository.
-	It is assumed that the NSI Selector is aware of the presence of the NSIs that were provisioned by the Network Management which is responsible to maintain the life cycle of the network slice instances.  In addition, the NSI Selector is programmed with the intelligence to interpret the MDD, the UE capability, UE location and the subscriber information to select the appropriate core part of the NSI. When a specific NSI is selected based on a certain MDD vector value, the binding between NSI and the corresponding MDD vector is included in the UE's context in the CCNF.
d)	NAS Routing function is responsible for relaying NAS message between the UE and the NSI Slice specific part, if applicable (e.g. SM messages)
e)	NFI Selector is responsible for initiating the NextGen Core CP NFIs discovery among themselves as well as interconnecting with each other when the UE’s serving NSI receives the PDU Session Request. 
Editor’s note: Further details on NFIs discovery and interconnection are discussed in the separate work task related to KI#7. 
2.	If the UE provides no MDD in the Attach Request, default policies in the PLMN apply which could be based e.g. on subscription information. In such case, the CCNFUE is assignsed the UE to a default Slice Instance or Default set of Slice Instances slice and the related network selected MDD vectors are is passed to the UE in the Attach Accept. 

If the UE provides an indication of initially requested MDD, then the NSI selector verifies the UE is allowed to access the corresponding NSI(s).  Upon successful authentication and authorisation, the network returns the same MDD to the UE unless the operator policy has changed for the UE due to UE capabilities, UE's subscription and/or UE's serving RAN type and therefore the NSI selector is not allowing all or part of the MDD vectors to be associated to a NSI.  If happens, the requested MDD will then be revised prior to be included in the Attach Accept sent to the UE for the subsequent use. 

The allowed NSI assignment to the UE can be based  on the UE capabilities, assuming that the subscriber may use different types of UEs by swapping the UICC. 

In summary, it is the evaluation of the received combination of IMSI, IMEI-SV, UE capabilities and Subscribed and requested MDD, UE capabilities, RAN type as well as the possible the UE's subscription which determines which Accepted MDD is returned to the UE in the Aattach Aaccept message. 

In this step, the UE may also be allocated assigned to a different Serving CCNF other different than the one the RAN had selected if the resulting set of NSIs is better served by another CCNF, or due to load considerations. In this case, the Temporary ID assigned to the UE in the Attach Accept Message is associated corresponding to this new finally selected Serving CCNF. The temporary is included in the Attach accept message sent to the UE.
Note that, the MDD could be used to associate the UE with more than one NSIs if the MDD is comprised of multiple MDD vectors.
3.	The Accepted MDD  is also included in the NG2 protocol used to carry the Attach Accept message (and other DL NAS messages) to the UE so that the RAN becomes is aware of any RAN the active set of slices it needs to handlefor the UE. 

In general in all the cases where the RAN needs awareness of Active Slice set or applicable NSI for a transaction, slice awareness, the MDD or applicable MDD vector should be included in messages that the AS layer can interpret.
4.	The UE, at NAS transactions subsequent to the successful attach, exiting from Idle state, will include the Temporary ID and the MDD in the RRC layer if these eventually result in slice specific resources to be required or other slice- specific outcomes. For non-slice specific transaction there is no need for MDD in addition to Temp ID,  and a default RRC handling applies. 
5.	The RAN handles RRC messages without a MDD in the RRC connection request using a default behaviour.
6.	When a Temporary ID is present in RRC message, the Routing of NAS messages to the correct CCNF by the RAN is always based on the Temporary ID regardless MDD is present or not. If the Temporary ID is not present, then a default routing is used. This default routing of NAS messages could be assisted (and made more accurate) also by the MDD if the UE includes the MDD this in RRC messages.
[bookmark: _Toc458158042]6.1.2.2.2	Definitions used in the solution
Temporary ID:  Identifier, similar to a GUTI, which logically associates the UE to a CCNF for the UE in a PLMN on a temporary basis. It is composed of a Routing information (necessary for the RAN to route the NAS messages carried in the RRC layer to the right contact point for the selected Serving CCNF), and a value assigned by the CCNF which is used to uniquely identify the UE context it retains. If the Temporary ID is not indicated to the RAN, or it is not recognised in the RAN, the RAN applies a default routing behaviour.
Multi-Dimensional-Descriptor (MDD): The multi -dimensional descriptor of a slice. This is typically composed of MDD vectors each comprised of a Tenant ID field that identifies an Application (e.g. a popular OTT service) or a tenant (e.g. a certain company that requires certain minimum resources in the network) and a Slice Type (which may be standard -e.g. eMBB, mMTC, criC - or operator specific). There may be default values for MDD. The MDD is used to support the Slice Instance selection in the core and in the RAN. If an MDD vector is PLMN-specific, it is not used outside the PLMN that assigns it.
Tenant ID:  Identifier of the Tenant which represents an organization, agency or business entity that is entitled to access the service for the use of guaranteed network resources through a predefined Service Level Agreements and Policies with the network operator. 
[bookmark: _Toc458158043]6.1.2.2.3	Example procedures
[bookmark: _Toc458158044]6.1.2.2.3.1	Initial Access




Figure 6.1.2.2.3.1-1: Initial Access
1.	The UE sends and attach Request including the IMSI if a Temporary ID for the UE is not available. 
[bookmark: _GoBack]If the Temporary ID is available, the UE includes in the RRC layer message used to establish the RRC connection at least the Routing field of the Temporary ID, so that the RAN can route the message to a suitable handler in the core.

If the UE requests one or a set of slicesNSIs to be bound to it initially, it can do so by indicating aincluding  a Requested MDD in the Attach Request. The Requested MDD may also be included in the RRC layer to further enhance the routing to an initial default/target CCNF of the Attach Request message in the event when the Temporary ID was is not available to the UE, or the Temporary ID was not assigned by the same PLMN of the current network that serves the UE. The MDD in the RRC layer may also be included to enable the access to a suitable RAN resources. It is assumed the RAN maintains a MDD-based  table in order to route/forward the attach request message to a proper CCNF when the Temp ID is missing.
If the Temporary ID is available, the UE includes it in the RRC layer message used to establish the RRC connection, so that the RAN can route the message to the CCNF in the core which has generated it 

2.	The RAN forwards the Attach Request to the Core based on the routing criteria outlined in step 1. If the IMSI is present, a default CCNF is selected (i.e. a default CCNF is a CCNF that is selected by the RAN when the RAN has no Temporary ID) If the Temporary ID is available for the selected PLMN, the corresponding CCNF is selected by the RAN for routing the Attach Request. If the Temporary ID is not recognised in the RAN of the serving PLMN, a default CCNF is identified.  A UE should, based on configuration, not attach with a Temporary ID that does not corresponding to the UE's Serving PLMN.
3.	The CCNF proceeds with the security procedures for 3GPP system authentication and authorization for the UE .
4.	If the UE is successfully authenticated, its subscription data is checked and the allowed MDD vectors are decided (which will form the Accepted MDD which will be returned to the UE in the Attach Accept),  alongside the compatibility of the CCNF with these MDD vectors. the  It the CCNF detects is verified if it is not an appropriate handler for the UE. If not, skipping this step and continuing to step 5 is executed immediately without binding of NSIs to MDD vectors occurring in this CCNF. 
The CCNF decides the initial set of NSI(s) for the UE based on an evaluation of the Requested MDD, Ssubscribed MDD (if available), UE capabilities, UE's subscription policy, UE's serving RAN type etc. The following may apply:

- if the UE did not provide the Requested MDD, the network assigns the UE to the default NSI (s)
- if the UE did provide the Requested MDD, the network assigns the UE to the NSI(s) that the UE is authorized to use among the requested NSI(s)for.
- if some Default NSI(s) was missing from the Rrequested MDD, the UE is still assigned to these NSI(s) and the corresponding MDD vector(s) is added in the  Accepted MDD 
The Accepted MDD  value and is passed to the UE in the Attach Accept message.
If some DNNs are specific to some MDD vectors (e.g. based on subscription data), the mapping of these DNNs to MDD vectors is recorded in the UE context in the CCNF.
The procedure continues to step 8.
5.	If the UE is not suitably handled by the (Default/Target) CCNF where the Attach Request was routed to, this CCNF may redirect the UE to a new Serving CCNF that is more optimal (or less loaded) for the selected slices. Then, the defaultDefault/Target  CCNF forwards the attach request to the new Serving CCNF with an indication that it is a forwarded attach together with IMSI , the MM context including the NAS key and Accepted MDD (which was determined to evaluate CCNF compatibility in step 4)  in order to indicate that the UE has been authenticated for NSI(s) Assignment as described in step 4.
6.	The Selected Serving CCNF performs the NSI selection as described in step 4 above.
7.	The Selected Serving CCNF binds itself the UE to the selected NSI(s) by creating the related context associating the Accepted MDD vectors to the NSI(s) for the UE and then sends back the Forwarded Attach Accept message with Temporary ID and the Aaccepted MDD for subsequent uUsage by the UE. If there are any DNNs that are specific to any MDD vectors, the mapping is passed to the UE also.
8.	If the steps 5 to 7 were executed, the Serving CCNF sends to the RAN with the Attach Accept in a NAS message including the content as described in the message in step 7 above. Otherwise, the Default/Target CCNF, which is now the Serving CCNF, binds itself the UE to the selected NSI(s)  by creating the related context associating the Accepted MDD vectors to the NSI(s) with the UE and then sends Attach Accept message with Temporary ID, the Aaccepted MDD  for subsequent uUsage by the UE and any DNN to MDD vector mappings. The Serving CCNF includes the Accepted MDD in the NG2 transport.
9.	The RAN forwards the Attach Accept received in step 7 or 8 to the UE
It is possible to include in the Attach Request an SM container so that the PDU sessions are established for all or a subset of the Active NSIs for the UE. Alternately a subsequent SM message exchange could be used to establish the PDU sessions for the NSIs that need these.
Editor's note: How the NSI matching a certain MDD is obtained in steps 4 and 6 is to be decided together with SA5.
6.1.2.2.3.2	Subsequent NAS signalling (generic)- PDU Session Request
The following procedure describes how a PDU session can be established with an existing NSI identified by a certain accepted MDD vector.  





Figure 6.1.2.2.3.2-1: Subsequent PDU Session Request Slicing Procedures

1. The UE initiates the PDU Session Request message to request for the service by including the Temporary ID, the MDD vector of the NSI that the PDU session applies to, the DNN of the PDN connection and the related parameters (e.g. QoS).  The UE includes the routing field of the Temporary ID in the RRC layer message for the RAN to route the NAS Message to the appropriate Serving CCNF. If the DNN is omitted a default or a set of default DNN connections in the NSI are established. 
2. The RAN routes and forwards the NAS message to the proper Serving CCNF based on the information in step 1.
3-4.  Serving CCNF verifies with Subscriber Repository if the requested DNN is subscribed- for the NSI that is identified by the MDD vector. If the DNN is allowed the NFI Selector forwards the PDU Session REQ to the target NSI.  
5.	SM function will then proceed with the PDU Session Establishment procedures accordingly and the operation details should refer to KI#4.  
6-8.	Once the step 6. above is complete, the serving NSI completes the PDU session establishment procedure by sending the PDU Session Response to the UE through RAN. 

6.1.2.2.3.3	Subsequent NAS signalling for PDU Session Modification 
This message flow represents a PDU session modification for a PDU session previously established in a certain NSI.  Other parameters in the NAS message (e.g. the DNN in certain session management messages, or QoS parameterts etc.) beyond MDD vector and the Temporary ID related ones are not discussed here in this procedure.





Figure 6.1.2.2.3.3-1: Subsequent NAS Network Session Modification Request Slicing Procedures
1. The UE needs to execute a NASinitiates Session Modification Request procedure after it is attached to the systemthe PDU session was established in the target NSI, so it sends a NAS Session Modification Request message including its Temporary ID, the MDD vector of the NSI and related signature for the network to validate the UE and MDDthe Session ID and the related parameters (e.g QoS). The MDD vector is included if since a specific NSI or a set of NSI(s) needs to be addressed by the NAS procedure. If the procedure is not slice-specific, the MDD may not be included. The UE includes at least the routing field of the Temporary ID in the RRC layer message for the RAN to route the NAS Message to the appropriate Serving CCNF. If the message is sent with the UE existing from Idle mode, the MDD is also included in the RRC layer for any Slice specific actions the RAN may take. 
2. The RAN routes and forwards the NAS message to the proper Serving CCNF based on the information in step 1.
3. The Serving CCNF forwards the Session Modification Request to the NSI indicated in the MDD vector CCNF from 2. above processes the message involving the NSI(s)indicated in the MDD (if present) . When a UE accesses a NSI via slice specific signalling, if this NSI is tenanted by a third party the third party may require an extra level of UE authentication on top of the NG system access authentication
4. The PDU Session Modification REQ is processed.  The operation status is captured in the cause to be responded to the UE.  
5. The Serving CCNF NSI responds to the UE by sending to the RAN a suitable Session Modification Response NAS message with required parametersthe cause. It may also include the MDD in the transport protocol, over NG2 if a slice specific behaviour is needed in the RAN.
5.	6-7.  The CCNF and RAN forwards the NAS Session Modification Response message it the CCNF has received in step 4 5 to the UE.
[bookmark: _Toc458158045]
6.1.2.3	Solution evaluation
Editor's note:	This clause will contain evaluation on the system impacts, e.g. UE, access network and non-access network.
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