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1
Introduction

This paper enhances the "Consolidated architecture option 1" in clause 7.1 by proposing mechanism to achieve stateless NF.
2
Achieving stateless NF

For achieving stateless NF, i.e. decoupling the state information from the NF and storing this information in a separate repository, hereby termed as State Repository, we evaluate various aspects below.
2.1
Use of common repository for subscription profile and session state information

The subscriber’s profile is stored in the Subscriber DB NF while the session state information is stored in State Repository NF. The information stored as part of subscription profile is much more static as compared to the session state information which generally changes every time there is some interaction between the UE and the network and within the network. This means that the technology needed for Subscriber DB is very different, e.g. it mostly requires read operations and comparatively less number of TPS (Transactions Per Second) per subscriber session, compared to what is required for the session State Repository. Hence use of a common repository for the Session DB and State Repository will result either in suboptimal use of resources or suboptimal performance. And hence from the standardization point of view, these two should be kept separate. 
Conclusion 1: Separate repositories should be used for storage of subscription profile and session state information.

2.2
Centralized vs distributed State Repositories
If a common repository is used for storing of the state information of all the CN NFs, then we call it centralized State Repository. On the other hand, if each NF has its own State Repository for storing its own state information, then we call it distributed State Repositories. We evaluate these two approaches on the following aspects.
2.2.1
Latency for accessing the state information

Some of the NFs, e.g. SMCF, PF, AF, etc. are centrally located as compared to the other NFs in the CN, e.g. MMCF which is generally preferred at the edge of the CN. Thus, since the NFs are physically distributed, a centralized State Repository will result in higher access latency (i.e. time required for read and write operation) at least for some of the NF, i.e. for those NFs which are located far from the centralized State Repository.

Observation 1: With centralized State Repository, the latency to access the state information will be higher at least for some of the NFs.

2.2.2
Cost of information transport

Depending upon the services and features activated for a given subscriber, its session state information can easily run into few hundreds of kilo bytes. This means that with a centralized State Repository there will be significant backhaul traffic every time a complete state information is retrieved by a NF, which is located far from the State Repository. Thus a centralized State Repository will result in high cost of transport of information at least for some of the NFs.
Observation 2: With centralized State Repository, the cost of information transport will be higher at least for some of the NFs.

2.2.3
Ownership of State Repository

For roaming and network sharing cases, the NFs belong to different administrative domain, e.g. different PLMN or different MVNOs. Also some of the NFs, e.g. AF and SCEF, may belong to 3rd party. In all these cases, a centralized State Repository for all the NFs within CN may not be feasible or practical.
Observation 3: In some cases, since the NFs may belong to different administrative domains, having a centralized State Repository for all the NFs in the CN may not be practical.

2.2.4
Saving in overall state information, by storing a single copy of the overlapping state information in a centralized State Repository
One of the main reason for centralized State Repository is to reduce the duplication of the overlapping state information across different NFs within CN. However, since different functionality are assigned to different NFs, the overlap between their session state information is very low as compared to NF-specific session state information that each NF is required to maintain, e.g. the MMCF is required to store information related to UE’s mobility pattern, optimization of the paging area, the security context and associated keys, the allocated TAI list etc.; the SMCF is required to store the policy and charging rules activated for the UE, information related to traffic steering, data usage credit information received from the OCS, other state information associated with the selected UPFs etc. 
Quick analysis based on 3GPP TS 23.008 clause 5.2A suggests that only around 35% of the subscriber parameters are overlapping between the MME and SAE-GW (i.e. parameters stored by both of these NFs). When we consider this number between MME, HSS and SAE-GW, it drops to around 14%. Please note that we are only considering the standardized parameters and the corresponding state information here. On top, each NF maintains large amount of implementation specific parameters and corresponding state information which is different across NFs and also across vendors. Thus, the reduction and hence saving in overall state information, by storing only one copy of the overlapping state information in a common/centralized State Repository will be mostly not very significant. On the other hand, there will be cost for transportation of the information between the NF and the centralized State Repository. Since the cost of information transport is higher compared to cost of storage (i.e. memory), a centralized/common State Repository, for saving in the overall session related state information within the CN, may not be justifiable. 
Observation 4: The reduction and hence saving in overall state information, by storing only one copy of the overlapping state information in a common/centralized State Repository, will be mostly not very significant.

2.2.5
Summary

Based on the above 4 observations, it can be concluded that the distributed State Repositories, i.e. each NFs having its own State Repository, is preferable compared to the centralized/common State Repository.

Conclusion 2: Distributed State Repository, i.e. each NF has its own State Repository to store its own state information, is preferred over a centralized/common State Repository. 

2.3
Interface between NF and its respective State Repository
Each NF maintains two types of state information: subscriber session level state information; NF level state information. For the subscriber session level state information, some portion is standard based, e.g. MMCF storing IMSI, APN, QoS, security context etc., while relatively large portion is implementation specific, e.g. UE’s mobility pattern, last visited cell ids, paging strategy etc. The NF level state information, which comprises of statistics, operator policies, heuristics for fine tuning of the session handling parameters, the map of available and allocated resources across all the sessions etc. is mostly vendor implementation specific. Thus, to really make the NF stateless, we have to ensure that each NF is allowed to store the standard based as well as vendor specific state information into its own State Repository. In other words, by standardizing the interface and parameters between the NF and its State Repository, we will not be able to achieve stateless NF. 

One option is to define a transparent container for allowing the NF to store the implementation specific state information in the State Repository. However, in this approach, the transparent container – which will be relatively very large – cannot be read or updated partially, e.g. if only one of the parameter within the transparent container needs to be read or updated. And hence this approach will be very inefficient.

Besides, the frequency of updating the state information partially or fully in the State Repository could be very high and implementation specific (as compared to exchange of parameters/information between two NFs). The protocol used will play very important role in determining the time/delay for accessing the State Repository. And hence right technology and protocol selection becomes key to the overall performance of the NF. Different NF may need to employ different technology and protocols (e.g. SQL, XML or in-memory) to meet their performance and cost target.  
Considering these aspects, it is best to leave the interface between the NF and its respective State Repository outside of standardization and implementation specific. This will also allow each vendor to employ a State Repository and protocol which is most suitable for achieving the required KPI for a given NF.
Conclusion 3: The interface between NF and its State Repository should be implementation specific.
2.4
Summary

Based on the above 3 conclusions, it can be summarized that in order to achieve statelessness, each NF may store its state information in its own State Repository via implementation specific mechanism. Hence, there is no architectural or standardization impact for achieving stateless NF.
Proposal: A note is added to clarify that the NF can become stateless by storing its state information in its own State Repository via implementation specific mechanism.

Proposal

It is proposed to agree to the following changes to TR 23.799.

* * * 1st Change * * * *

7.1.3
Reference architecture
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Figure 7.1.3-1: Non-roaming reference architecture
NG1:
Reference point between the UE and the MMCF in NG CN.

NG2:
Reference point between the (R)AN and the MMCF in NG CN.

NG3:
Reference point between the (R)AN and the UPF in NG CN.

NG4:
Reference point between the SMCF and UPF(s).

NG5:
Reference point between the AF and the IRF.

NG6:
Reference point between the UPF(s) and Data Network.

NG7:
Reference point between the SDM and the IRF.

NG8:
Reference point between the PF and the IRF.

NG9:
Reference point between the SMCF and the IRF.

NG10:
Reference point between the MMCF and the IRF.

NG11:
Reference point between the AUF and the IRF.

NOTE 1:
Reference points between user plane functions (if the control plane configures multiple user-plane functions for a session) are not shown above for brevity's sake.

NOTE 2:
Although the reference architecture is common, not all NFs may be needed within a network slice in a given deployment, e.g. Policy Function may not be deployed for CIoT network slice.
NOTE 3:
Stateless NF, i.e. decoupling of the NF and its state information, can be achieved by each NF employing a state repository to store its own session and NF level state information. This will allow the NF to become stateless and also facilitates recovery and restoration in case of failure or restart of the NF. The interface and the interactions between the NF and its state repository is implementation specific.
Editor's note: The roaming reference architecture is FFS. It mainly depends upon the location of the Authentication Function in the home-routed roaming case, i.e. located in HPLMN or VPLMN. This may also depend upon some inputs from SA3. One IRF per PLMN may also be required.
Editor's note: The need for IRF and its functionality (clause 6.7.1), or the need for "NF Repository function" and its functionality (clause 6.7.2) are based on the conclusion of KI#7 (interconnection of NF).

Editor's note: More standalone NFs may be defined based on the other KIs, e.g. separation of the access specific and access common functionality of MMCF into independent NFs, network slice selector NF for supporting network slicing, traffic steering support NF for traffic steering feature, etc.

* * * End of changes * * * *
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