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Abstract of the contribution: Solution aspects for Key Issue #19
1    Introduction

Virtualization has been identified as a central underlying technology for NextGen systems. In TR 23.799 the Key Issue 19 on Architecture impacts when using virtual environments will focus on issues resulting from architectural impacts due to load rebalancing and load migration in context of scaling of a network function instance and dynamic addition or removal of a network function instance. 
UE signalling overhead has been identified as one such issue. There can be potentially several other issues such as level of disruption in service and impacts on different entities in system during load rebalancing. Solutions for these issues can be implementation specific to each and every NF in the virtualized environment. Or they can be solutions at architectural level mitigating the identified issues. In this contribution we explore issues arising out of dynamic rebalancing and scaling and discuss salient aspects of implementation specific solutions and architectural level solutions.

2

Virtualization and implementation specific solutions
One of the main goals of NFV is to dissociate the logical Network Functions (e.g. MME, SGW, PGW) implemented in software from the physical machines (hardware) on which the software runs. In that sense, NFV techniques allow for designing giant virtual network functions that stretch across multiple physical machines while acting as a single machine. In today’s 3GPP Evolved Packet Core (3GPP EPC) architecture there is a notion of MME, SGW and PGW pools. An MME pool is a set of discrete MMEs that share in common the same service area i.e. each MME in the pool is capable of handling any UEs that are currently roaming within the common service area. NFV achieves a similar goal as the MME pool, with the difference that processing power can be added progressively in very granular manner, contrary to today’s MME pools where processing power is added in discrete quantities. With NFV deployments it will be possible to build a virtual MME pool of arbitrary capacity and scale it up or down dynamically by adding or removing processing power. 

In one scenario this scaling of capacity can be done in an implementation specific manner. The 3GPP system interacts with a logical NF that provides MME or control plane functionality and the scaling of this function based on load on system happens in an implementation specific manner. In other implementation the C-plane processing function is stateless: a C-plane processing resource (“MME resource”) is invoked on per-transaction basis and at the end of the transaction the UE state is stored in a central repository.

In either of the previously described scenarios we don’t anticipate much to be specified in 3GPP specifications. It is worth noting though that the stateless implementations may actually create a signalling bottleneck on the proprietary interfaces between the stateless “MME resource” and the stateful central repository. 
3    Virtualization and architectural level solutions

The current MME load re-balancing procedure as described in 3GPP TS 23.401 clause 4.3.7.3 causes service disruption, because it results in RRC connection release with a Cause value inviting the UE to perform “Tracking Area Update due to MME load re-balancing”. When the UE subsequently performs the Tracking Area Update (TA Update), it does not provide the MMEC (MME Code, a parameter uniquely identifying an MME within an MME pool) nor the S-TMSI (a temporary UE identifier assigned by the serving MME), which leads the eNB to select another MME from the MME pool. 
The current procedure for MME load re-balancing obviously involves a service break: the user plane continuity is interrupted upon RRC connection release and is only re-established at the end of the TAU procedure. While NFV deployments for load re-balancing will be much more flexible compared to today’s discrete MME pools in terms of processing power granularity, we expect that the virtual Network Functions will re-use the MME pool concepts such as the use of MMEC (MME Code) that allows the eNB to identify the virtual MME function within the virtual MME pool. It is expected that addition and removal of processing capacity in future NFV deployments will become common place, e.g. to tailor the MME pool capacity dynamically so that it matches the current traffic in the service area. With such dynamic scaling of the MME pool, the procedure for MME load-rebalancing may need to be invoked more often, which is why the service disruption  caused by the existing MME load re-balancing procedure may become undesirable.

3.1    Possible NFV-friendly solution for load re-balancing
Below is a possible solution for CP function load re-balancing with no service interruption in the user plane. In this solution it is assumed that the notion of “CP function pool” (similar to “MME pool”) may still be needed even in NFV environment. The procedure applies to UEs in connected mode. (UEs in idle mode are first paged and once they enter connected mode, the CP Function applies the procedure for connected mode UEs). Some of the steps are described using EPC language for clarity and may not exist or may exist in a different form in the NG Core.
The solution consists of a new network procedure over the “S10” interface (Source CP NF to Target CP NF) and the NG2 interface (CP NF to RAN NF). When source CP NF decides to offload a UE to a target CP NF in the same pool, it triggers the new network procedure as described below in Figure 1, whereby the UE context is transferred from the source CP NF to the target CP NF. As part of the overall procedure the UE is being allocated a new “GUTI” (containing the “MMEC” of the target CP NF) that is signalled to the UE using the existing GUTI Reallocation procedure (TS 23.401 clause 5.3.7).
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Figure 1. Control Plane Network Function change for UEs in connected mode
Step1. The Source Control Plane Network Function (S-CP NF) decides to offload the UE to the target Control Plane Network Function (T-CP NF). The S-CP NF sends a “Forward Relocation Request” message to T-CP NF (over the “S10” interface). The message indicates that a CP NF change (without service disruption) is required for a specific UE (identified via its IMSI) for load balancing purpose. UE’s context stored in S-CP NF (including security keys) is transferred to T-CP NF with this message.

Step 2. T-CP NF decides to accept the request and assigns a new temporary “S-TMSI” parameter that will be used by UE after completion of the procedure. The “S-TMSI” uniquely identifies a UE within a set of CP NFs. The T-CP NF initiates the sending of message towards the UE using a [NG2] CP NF RELOCATION REQUEST message. This message indicates to the RAN NF that any subsequent uplink message will have to be directed towards T-CP NF. The identifier (“MMEC”) of T-CP NF is included in this message.

Step 3. The RAN forwards the message to UE.

Step 4. UE takes note of the newly assigned “GUTI” and responds with [NG1] GUTI REALLOCATION COMPLETE message. It is not aware that this message will be received by a different CP NF.

Step 5. The RAN receives the uplink message and forwards it to T-CP NF using a [NG2] CP NF RELOCATION NOTIFY message.

Steps 6-7. Upon reception of the [NG1] GUTI REALLOCATION COMPLETE message the UE context has been successfully transferred to T-CP NF.

Steps 8-10. T-CP NF creates association with the User Plane NF for this UE.

Steps 11-14. T-CP NF informs the Subscriber Repository NF that it will serve as the new contact point for this UE. S-CP NF may delete the UE context at this point.

4    Conclusions
Load rebalancing and load migration in virtual environments can lead to several issues. UE signalling overhead has been identified as one such issue. There can be potentially several other issues such as level of disruption in service and impacts on different entities in system during load rebalancing. These additional issues should be captured in TR 23.799.

Solutions for these issues can be implementation specific to each and every NF in the virtualized environment. Or they can be solutions at architectural level mitigating the identified issues. If implementation specific solutions are adopted not much may need to be specified in 3GPP specifications. However if architectural level solutions are adopted then the current solution as described in sub-clause 3.1 should be captured in TR 23.799.
3GPP
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