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Abstract of the contribution: This paper clarifies the LME principles and setup procedure and how it is related to the current MBMS architecture.  
1. Discussion

This paper tires to clarify the MBMS session setup procedure with LME. 
The following figures shows how the MBMS entities are mapped between the LME figure in TR 23.785 and TS 23.246 (see the blue box between all 3 figures).
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Figure 1. TR 23.785/ Figure 6.4.1-1: Localized MBMS architecture
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Figure 2. TS 23.246/ Figure 1b: Reference architecture for Evolved Packet System with E-UTRAN and UTRAN (MBMS Broadcast Mode only)
The MBMS session setup procedure (step 1 to 7) is described below using the same figure from TS 23.246/ Figure 8b: Session Start procedure for E-UTRAN and UTRAN for EPS.
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Figure 3. TS 23.246/ Figure 8b: Session Start procedure for E-UTRAN and UTRAN for EPS.

Key point #1: From the MBMS session setup perspective (downstream nodes) are done using the current MBMS architecture and flows as in described in TS 23.246.  The changes with LME is at allow eNb to join the IP multicast group from LME instead of from MBMS GW. 

To enable this possibility, the “transport network IP Multicast Address, IP address of the multicast source” that is sent to e-utran at step 4 needs to point to the LME. Solution 4 in TR 23.785 describes how how this BM-SC/MBMS-GW is able to determine the “transport network IP Multicast Address, IP address of the multicast source” of LME.

User plane processing side of LME
In TR 23.785 solution 4, the following is stated:
The Local MBMS Entity (LME) will host the necessary functions to transmit the data received directly from V2X server to eNB via M1 reference point (e.g., SYNC function, IP multicast distribution function, etc).

Since the user plane data (MB2-U as shown in Figure 1) is sent directly to LME from V2X server. The Sync- function from traditional BM-SC are also carried out by LME. In addition, error resilient schemes e.g. specialized MBMS codecs or Forward Error Correction schemes and charging will also need to carry out by LME if needed. Security function is not expected because V2X security is expected to be done at application layer.
Key point #2: MBMS user plane processing can be done by LME.
Conclusions
1. LME (solution 4 from TR 23.785) reuse the MBMS session setup procedure (signalling path setup with downstream nodes) with SAI list or ECGI list setup as shown in step 1 to 7 of figure 3. The new part with LME solution is on how eNB joins the IP multicast group with LME instead of MBMS-GW (Step 8-10). 
2. LME is an extension to the current MBMS architecture, allowing content provider (V2X server) to send the content directly to a user plane node (LME) that is closer to the distribution point toward the area. 

3. Because V2X AS is communicated with a centralized BM-SC/MBMS-GW, this centralized BM-SC/MBMS-GW has a direct control whether LME is used or not because it is the entity that determine the multicast IP address to be used by E-UTRAN and can also permit/deny LME usage by V2X server. More flexibility for deployment options.
4. Single point of contact (BM-SC) by the UE as it is currently assumed by TS 23.246 (i.e., bootstrapping function as defined for MBMS security, TMGI management, service description for USD, etc). This ensures backward compatibility, and also minimizes different MBMS architecture variation for future enhancements.

--

Propose changes to TR 23.785

*** begin ***

6.4
Solution #4: V2X broadcast with Local MBMS Entity (LME)

6.4.1
Functional Description

The idea of this proposal is to move the user plane related MBMS functions (i.e. user plane functions of BM-SC and MBMS-GW) closer to RAN, which allows the V2X messages to be distributed to target eNBs without traversing the core network nodes, i.e. BM-SC and MBMS-GW. 

The control plane remains at the main MBMS nodes, i.e. BM-SC, MBMS-GW and MME in the core network. 

The possible localized MBMS architecture is shown as below:
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Editor's Note: Whether Mv (new interface) is connected to BM-SC (as shown in clause 6.4.2.2) or MBMS-GW (as shown in clause 6.4.2.3) is FFS.
Figure 6.4.1-1: Localized MBMS architecture
The Local MBMS Entity (LME) will host the necessary functions to transmit the data received directly from V2X server to eNB via M1 reference point (e.g., SYNC function, IP multicast distribution function, etc).
Since the user plane data (MB2-U as shown in Figure 6.4.1-1) is sent directly to LME from V2X server. The Sync- function from traditional BM-SC are also carried out by LME. In addition, error resilient schemes e.g. specialized MBMS codecs or Forward Error Correction schemes and charging will also need to carry out by LME if needed. Security function is not expected because V2X security is expected to be done at application layer. MBMS charging if needed can be in LME but the overall charging for V2X is to be studied by SA5.
As compare to the current Rel-13 MBMS setup procedure (see TS 23.246/ Figure 8b: Session Start procedure for E-UTRAN and UTRAN for EPS), LME reuse the MBMS session setup procedure (signalling path setup with downstream nodes) with SAI list or ECGI list setup as shown in step 1 to 7 of figure 8b in TS 23.246 [4]. The new part with LME solution is on how eNB joins the IP multicast group with LME instead of MBMS-GW (Step 8-10) of figure 8b in TS 23.246 [4].

6.4.2
Procedures

6.4.2.1
V2X Server Initiated Procedure (option 1)
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Figure 6.4.2.1-1: Local MBMS data delivery via LME initiated by V2X Server

1.
V2X Server requests a TMGI via MB2-C.

2.
V2X Sever is preconfigured with LME information (e.g. FQDN or IP address for the LME). When there is a need to establish delivery path for V2X message, the V2X Server initiates Local Distribution Request procedure with the LME. This message includes TMGI as an identifier.
3.
The LME replies with the Local Distribution Response message including the IP address/port in LME for receiving the data, and the associated information of Local MBMS Distribution, e.g., IP Source Address, and IP Multicast Address in LME for IP multicast distribution.
NOTE:
In LME, it is 1:1 mapping between the IP address/port for receiving the data, and the associated IP source address/IP Multicast address.
4.
V2X Server initiates Activation MBMS Bearer Request procedure. The message includes the information of Local MBMS Distribution (IP Mutlicast address). 

5.
BM-SC initiates MBMS Session Start procedure. The MBMS Session Start Request message includes the information of Local MBMS Distribution. Upon the reception of the information of Local MBMS Distribution, the MBMS-GW will skip the normal processing for IP multicast distribution, e.g. allocate an IP multicast address. 

6.
The MBMS-GW uses the received Local MBMS Distribution information in the MBMS Session Start Request message, and sends it to MME, which is forwarded to eNB/MCE.

7.
The eNB joins the IP Multicast group, which is one in the LME.
8.
LME sends the V2X Data via the IP/port address received from step 3.

6.4.2.2
BM-SC Initiated Procedure (option 2)
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Figure 6.4.2.2-1: Local MBMS data delivery via LME initiated by BM-SC

1.
V2X Server requests a TMGI via MB2-C.

2.
V2X Server initiates Activation MBMS Bearer Request procedure. The message may include an indication of V2X Server preference for local delivery. 

3.
BM-SC is preconfigured with LME information (e.g. FQDN or IP address for the LME). When BM-SC decides to establish local delivery path for V2X message, the BM-SC initiates Local Distribution Request procedure with the LME. This message includes TMGI as an identifier. This is initiated over a new interface "Mv" between BM-SC and LME.

4.
The LME replies with the Local Distribution Response message including the IP address/port in LME for receiving the data, and the associated information of Local MBMS Distribution, e.g., IP Source Address, and IP Multicast Address in LME for IP multicast distribution. 

 NOTE:
In LME, it is 1:1 mapping between the IP address/port for receiving the data, and the associated IP source address/IP Multicast address.
5.
BM-SC provides the local MBMS information needed for transmission of V2X message to LME, e.g. IP address and port, to V2X server in the Activate MBMS Bearer Response message.

6.
BM-SC initiates MBMS Session Start procedure. The MBMS Session Start Request message includes the information of Local MBMS Distribution. Upon the reception of the information of Local MBMS Distribution, the MBMS-GW will skip the normal processing for IP multicast distribution, e.g. allocate an IP multicast address. 

7.
The MBMS-GW uses the received Local MBMS Distribution information in the MBMS Session Start Request message, and sends it to MME, which is forwarded to eNB/MCE.

8.
The eNB joins the IP Multicast group, which is one in the LME.
9.
LME sends the V2X Data via the IP/port address received from step 3.
6.4.2.3
BM-SC Initiated Procedure (option 3)
6.4.2.3.1
Session start
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Figure 6.4.2.3.1-1: Local MBMS data delivery via LME initiated by BM-SC – Session start
The Session Start procedure specified as TS 23.246 [4] is reused with the following enhancements: 

1.
The BM-SC-C determines the LME IP address and includes it in the Session Start Request to the MBMS GW-C.

Steps 3a and 3b are new added procedures and can be performed in parallel with step 3-6.

3a.
The MBMS GW-C sends a Create Session Request message to the LME and provides the MBMS session attributes (TMGI, QoS, IP multicast address).

3b.
The LME responds to the MBMS GW-C with the Create Session Response message.
6.4.2.3.2
Session stop
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Figure 6.4.2.3.2-1: Local MBMS data delivery via LME initiated by BM-SC – Session stop
The Session Stop procedure specified as TS 23.246 [4] is reused with the following enhancements:

Steps 2a and 2b are new added procedures and can be performed in parallel with step 2.

2a.
The MBMS GW-C sends a Session Stop Request message to the LME (TMGI).

2b.
The LME responds to the MBMS GW-C with the Session Stop Response message.
6.4.3
Impact on existing entities and interfaces
Editor's Note: Impacts on existing nodes or functionality will be added.
6.4.4
Topics for further study
It is FFS which option is appropriate for session handling to the LME among three options, i.e. by V2X Server, by BM-SC, or by MBMS-GW.
6.4.5
Conclusions

Editor's Note: Conclusions will be collected for this particular functionality.
************* End of changes *******************
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LME changes the user plane data flow path
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4. RAN Resource Release
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