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Abstract of the contribution: This paper proposes enhancements to the solution for key issue#7: IRF based network function interconnection model.
Discussion

This paper proposes the following enhancements to the existing solution for key issue# 7: IRF based network function interconnection model.
1/
Some editorial changes


Clarified that the "General" section contains the "assumption and the applicability" aspects.

Clarified that "the application layer state information for the UE session is not on a per-peer basis".


Clarified that "not all the messages supported on the interface between the NF and IRF are same".

2/
In the call flow "basic routing of messages between two NFs", following is clarified

If the binding does not exist, e.g. this is the very first message for the UE's session to NF4, then IRF selects appropriate instance of NF4 (e.g. based on load/overload information) and sends message to it. The IRF also updates its local repository with the binding between UE's identity and NF's instance number.

However, this functionality of IRF is not captured under "functions of IRF". Hence, it is proposed to capture the same.

3/
Sample call flow is proposed to describe how the IRF is made aware about the binding between the UE's session and its serving NF. The serving NF can send "Add/Update/Remove UE binding" message and includes UE's identity and serving NF's instance number. This also resolves the following Editor's note.

Editor's Note: How does IRF know if the UE's session is active or not is FFS.
Proposal

It is proposed to agree to the following changes to TR 23.799.

* * * 1st Change * * * *

6.7.1.1
General (Assumptions and applicability)
This solution is applicable only to the interconnection of the network functions. The network function's definition and its functionalities are assumed to be defined by solutions to other key issues.

Assuming that only one of the control plane access network function is required to interface with only one of the control plane core network function, the interconnection model between them can be point-to-point interface based, e.g. control plane core network function 1 interfaces with control plane access network function 1 over a point-to-point interface between them. However, if it is decided to allow multiple control plane access network functions to interface directly with multiple control plane core network functions then the principles of this solution can be extended to interconnect control plane access network and core network functions as well.

Similarly, it is assumed that the user plane core network functions are required to interface only with their respective control plane core network functions. And hence the interconnection model between them can be point-to-point interface based. However, if it is decided to allow any control plane function to interface with any user plane function then the principles of this solution can be extended to interconnect control plane and user plane core network functions as well.

The solution assumes that multiple control plane core network functions are required to interact with multiple other control plane core network functions in the next generation core network architecture.

NOTE:
Unless explicitly specified, the term "network function" refers to "control plane core network function" in this solution. Just for the sake of understanding the "control plane core network functions" in the EPC context are MME, control plane of PGW, PCRF, HSS, control plane of TDF, TSSF, RCAF, SCEF etc.

6.7.1.2
Architectural description
6.7.1.2.1
Reference model
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Figure 6.7.1.2.1-1: Non-roaming reference model for the interconnection of network functions
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Figure 6.7.1.2.1-2: Roaming reference model for the interconnection of network functions

NOTE 1:
The roaming reference model describes home routed traffic type of scenario. Other reference models, e.g. local breakout, can be derived from this and not shown here for simplicity.

NF1: 
Network functions (NF) no. 1.

NFn: 
Network functions (NF) no. "n".

Rp1: 
Reference point between the network function NF1 and Interconnection & Routing Function (IRF).

Rpn: 
Reference point between the network function NFn and Interconnection & Routing Function (IRF).

Rpx: 
Inter-PLMN reference point between two Interconnection & Routing Functions.

NOTE 2:
Above reference points are proposed to be 3GPP defined reference points. Not all the messages supported on each reference points are same, e.g. some of the messages supported over Rp1 may be different than some of the messages supported over Rp2.

Editor's Note: Whether the interface between NF and the IRF is referred to as "reference point" or not is FFS.

6.7.1.2.2
High level principles
Below are the high level principles of the Interconnection & Routing Function (IRF) based interconnection model:

- 
Each NF interfaces with the IRF via a given reference point in its own PLMN. NFs do not interface with each other directly but can communicate (i.e. send request or response message) with each other via IRF. Thus, when required, this model allows any NF to communicate with any other NF directly without involving any other unrelated network functions in the path, e.g. NF1 can send message to NF3 via IRF without involving NF2 if the involvement of NF2 is not needed. 

- 
In this model each NF supports only one reference point towards the IRF. All the procedures towards the other NFs are supported over this single reference point, e.g. NF1 supports Rp1 towards IRF instead of supporting Rpa towards NF2, Rpb towards NF4 etc.

- 
The NFs are not required to maintain interface layer association for each peer-NFs in the network, and thus resulting into connection-less interconnection of NFs. However, the application layer state for the UE session is required to be maintained. If the NF wants to change its instance (e.g. VM instance) for a given UE's session (e.g. to support scale-in, scale-out and restoration features) it just has to update the IRF and not the peer-NFs, e.g. NF1 can move UE's session from its instance1 to instance2 and update the IRF with the new instance number while there is no need to update NF2, NF3, NF4 etc. of the network.

- 
The IRF is mainly responsible for routing of the message between NFs. The NF is responsible for determining the destination NF for the message and populating it in the message header. The IRF examines the message header to determine the interface layer identity (e.g. instance number) of the destination NF for the UE's session and routes it to the appropriate NF. For the routing purpose, the IRF maintains the repository of the binding between the UE's identity and interface layer identity of the serving NFs. Please refer to sec. 6.7.3.2 for the set of functions performed by IRF.

-
If the procedures over the reference point between the NF and IRF are defined generically, then this model allows re-use of those procedures by any other NF in the network, e.g. if NF1 supports procedures such as "UE location change reporting" or "UE congestion level change reporting" without restricting which other NFs in the network can invoke it, then it can be invoked by NF2 as well as by NF5 while no special support needed at NF1 to enable this. This can also be achieved via subscribe-notify type of mechanism for appropriate procedures, e.g. NF2 and NF5 subscribe to the "UE location change reporting" from NF1; NF1 keeps the subscription info and when the UE location change takes place, it notifies NF2 and NF5 individually. In future, NF6 can also subscribe to the same procedure and no special support needed at NF1.
* * * 2nd Change * * * *

6.7.1.3
Functional description
6.7.1.3.1
General
The proposed interconnection model introduces Interconnection & Routing Function (IRF). The IRF is proposed as 3GPP defined network function. This clause provides functional description of IRF and any other related aspects.
6.7.1.3.2
Functions of Interconnection & Routing Function (IRF)
The functions of IRF include:

- 
Stores the binding between UE's identity and the interface layer identity (e.g. instance number) of each serving NF, which has active session for the UE. For the NFs, which do not interface with the IRF directly, e.g. in roaming scenario, the IRF stores the identity of the remote-PLMN's IRF via which those NFs are reachable.

- 
Updates the binding repository when the identity of the serving NF changes for a given UE, e.g. due to UE mobility, load re-balancing (i.e. scale-in or scale-out of VMs) or restoration reasons.

- 
Examines the message header to determine the identity of the UE (for which message is sent) and the destination NF. For UE's identity, looks up the internal binding repository to determine the interface layer identity (e.g. instance number) of the destination NF or the identity of the remote IRF. If the binding does not exist, then the IRF selects appropriate instance of NF (e.g. based on load/overload information) or remote IRF (e.g. based on the PLMN information within destination NF's logical identity) and updates its local repository with the binding. Routes the message accordingly.

- 
Optionally performs authorization of the message based on the operator's configuration, e.g. if operator's configuration prohibits NF1 from invoking certain message (such as "change of UE's APN-AMBR") towards NF4 then the IRF rejects the corresponding message (see NOTE 2). Optionally protects NFs during the signalling storm by performing overload control, e.g. pacing of messages sent to a given NF based on its load/overload condition.

NOTE 1:
The protocol between each NF and the IRF will be defined by stage 3. If different protocols are defined then the IRF may have to perform protocol conversion while routing the message between two NFs.

NOTE 2:
For performing message authorization, the IRF checks the "message type", "source NF" and "destination NF" parameters from the message header and either allows it or rejects it based on the local configuration.

Editor's Note: The exact set of functions performed, e.g. whether it understands application level procedures etc., by IRF are FFS.

* * * 3rd Change * * * *

6.7.1.4
Sample call flows
6.7.1.4.1
General
This clause provides some sample call flows to better explain how the messages are routed between NFs via IRF, in various scenarios, and any other related aspects.

6.7.1.4.2
Basic routing of message between two NFs
Below is the sample call flow for NF1 to send a message NF4 via IRF. NF4 could be in the same PLMN as NF1 or in the different PLMN.
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Figure 6.7.1.4.2-1: Sample call flows for routing of message between NF1 and NF4

1. 
If the UE's session already exists in NF4, NF1 would simply use its logical identity (e.g. FQDN) to send the message to NF4. If the UE's session does not exist in NF4 (e.g. this message creates new session in NF4 as part of attach or relocation types of procedure) then NF1 selects NF4 and derives its logical identity, taking into account appropriate parameters.

2. 
NF1 includes UE's identity and NF4's logical identity as "destination NF" in the message header and sends it to the IRF. The information related to IRF could be locally provisioned in the NFs.

3a. On reception of the message, the IRF examines the message header to derive UE's identity and destination NF's logical identity. If the logical identity points to NF4 in a remote-PLMN then IRF derives the identity of the IRF in the target PLMN, e.g. based on local configuration or DNS based resolution. The IRF updates the internal binding to point to remote-PLMN's IRF for NF4.


The IRF sends message to the remote-PLMN's IRF. The remote-PLMN's IRF processes the message as described from step 3b onwards.

3b.
If the logical identity points to NF4 in the same PLMN, the IRF looks up its internal repository for the binding between the UE's identity and interface layer identity of the NF4 (e.g. the instance number of the NF4). If the binding exists, the IRF sends the message to appropriate instance of NF4. 
NOTE 1:
Refer to clause 6.7.1.4.4 for more details how the IRF is made aware about the binding between the UE's session and its serving NF instance.
If the binding does not exist, e.g. this is the very first message for the UE's session to NF4, then IRF selects appropriate instance of NF4 (e.g. based on load/overload information) and sends message to it. The IRF also updates its local repository with the binding between UE's identity and NF's instance number. 

NOTE 2:
It is assumed that each NF periodically sends the list of its active set of instances along with the load/overload information to the IRF.
4.
Until the UE's session remains active, the IRF maintains the binding between UE's identity and NF4's identifier, i.e. either instance number of NF4 in the local-PLMN or identity of IRF in remote-PLMN. This binding will allow IRF to route any message to NF4 for the UE's session.


6.7.1.4.3
Support for subscribe-notify type of mechanism
Editor's Note: Call flows for describing the support for subscribe-notify type of mechanism is FFS.
6.7.1.4.4
UE-NF binding management at IRF
Below is a sample call flow of the management of the binding between the UE's session and its corresponding serving NF, at the IRF.
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Figure 6.7.1.4.4-1: Sample call flow of UE-NF binding management at IRF
1. 
When a UE's session is created at an NF, e.g. during the procedures such as attach, new PDU session establishment, relocation etc., the NF updates the IRF by sending "Add UE binding" message. The IRF creates new binding in its binding repository.

For updating the existing binding, the NF sends "Update UE binding" message to the IRF. Correspondingly, the IRF updates the binding repository. This could take place if the NF changes its instance for an existing UE's session, e.g. due to scale-in, scale-out or restoration feature.

When the existing UE's session is released by the NF, e.g. during relocation or PDU session release procedures, the NF sends "Remove UE binding" message to the IRF. The IRF clears its binding repository for the UE's session.

NOTE 1:
The above messages can be sent independently or by piggybacking on other relevant messages, e.g. While sending "PDU session establishment" message to NF2, NF1 can piggyback "Add UE binding" message for creating binding between the UE's session and NF1's serving instance, at the IRF.
* * * End of changes * * * *
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