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Introduction
In a previous meeting a solution was added to TR 23.799 introducing the concept of network slice selection using a multi-dimensional descriptor (MDD). This paper proposes a more in depth definition and analysis of the concept and need of a MDD.
Discussion

 A network slice fulfils at least a couple of functions for a UE:
1. It offers a UE particular system behaviours tailored to specific application needs, from the standpoint of specific control plane (e.g. a UE may not need MT procedures, or require optimal behaviour for massive MTC, or Critical communications, etc.) or user plane behaviours (e.g. the UE may need a slice supporting header compression)
2. It offers a UE access to resources allocated for a specific Service or Application domain, or a Tenant (e.g. minimum level of guaranteed resources or aggregate # of subscribers allowed to access the service at any point in time)
A Tenant of a PLMN resources is a wholesale customer of the PLMN. For instance we could imagine a tenant as being a big company which requires a PLMN to provide at least access to a predefined set of resources or be subject to some specific policies in handling its subscribers at times of congestion. Indeed, the PLMN may apply tenant specific policies at times of overload.  An example of a tenant may be some public safety agency. The same may apply also for application specific requirements… for instance let us consider an enterprise deployment of NR: in the enterprise, we may have a factory floor set of devices and devices that are associated to non factory floor operations. The enterprise may have a policy to allocate at least 60% of resources (whether in the RAN or in the Core) to factory floor operation at times of congestion but not to segregate resources at all times. 

Therefore a slice can be indentified by at least two dimensions:

· one indentifying a application/tenant  (which we may call Application/Tenant ID)

· one identifying the network behaviours (which we may call slice type)

Figure 1 depicts the semantics intended by the MDD with UEs that can access a single tenant slices..
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Figure 1: Network with n Tenants and m possible Slice Types (with UEs which can only access a single tenant slices)
In this figure we have a network that is supporting n tenants and up to m network behaviours (slice types) in both the RAN and the core. 
It may be questioned why do we need and MDD and we could not e.g. identify the tenants by subscription data only. The indication of the MDD in the RRC layer allows to route the UE signalling to an appropriate common NAS handler suitable for the type of applications/tenant. In addition, the RAN may apply some overload control or other resource isolation policies based on the MDD. Using a temporary ID instead may not be equally suitable unless it is assumed there is per UE context in the RAN (which may not apply in certain UE states).

In the CORE, receiving he MDD in NAS signalling allows the core to handle incoming NAS signalling in accordance to policies specific to both tenant (from a resource isolation and congestion handling standpoint) and slice type (from a dedicated network behaviour standpoint).

This paper therefore proposes to us the MDD as a way to identify a slice in the system and provides in the proposed text here below some further details on how this is used and the overall related slicing mechanism works (assuming a Non-Autonomous slice concept in the core, described in a companion paper)
Proposal
It is proposed to add the following text to the TR 23.799 “Study on Architecture for Next Generation System”.
* * * Start of changes * * * *
6.1.2
Solution 1.2: Network slice selection

This is a solution for key issue 1 on support for network slicing. This solution assumes the concept of Non-Autonomous Core Network Slice , whereby a UE related NG2 and NAS signalling are handled by a common Frontend as shown in figures 6.1.2-1 and 6.1.2-2 depicting the concept of Non-Autonomous Network Core network Slice and the expected deployment configuration respectively. 
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Figure 6.1.2-1 – Non-Autonomous Core Network slice
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Figure 6.1.2-2 – Non-Autonomous Core Network Slices deployment scenario

Typically, functions like Mobility Management are part of the Front end. 

Editor's Note: Whether Session Management state machines are in the Front End or in the Non-Autonomous Core Network slices is FFS.

6.1.2.1
Architecture description

Editor's note:
This clause will contain e.g. terminology, overview, architecture description of the solution.

This solution fulfils the following fundamental architecture principles for network slicing:

-
The procedure(s) for selection of a particular Network Slice for a UE. This solution proposes that a multi-dimensional descriptor is configured in the UE. UE reports multi-dimensional descriptor to the network. Based on this multi-dimensional descriptor (MDD) provided by the UE and on other information (e.g. subscription) available in the network, the relevant functions within a certain network slice can be selected. If the UE is not configured with an MDD, the network may provide a default one at attach time based on UE subscription information and other criteria as discussed below.
-
It should be possible to steer the UE to different network slice depending on the type of application and service it requires. This may depend on factors such as UE capabilities, configuration and authorization.

Editor's note:
This solution addresses network slice and network functions in the core network. RAN slice selection is FFS.

Editor's note:
Enhancing this solution to support UE camping in multiple network slices is FFS.

6.1.2.1.1
Network slice and functions selection

In order to perform network selection, the selection principle should enable selection of the appropriate function to deliver a certain service even within a class of functions designed for a certain use case.
A network slice fulfils at least a couple of functions for a UE:

1. It offers a UE particular system behaviours tailored to specific application needs, from the standpoint of specific control plane (e.g. a UE may not need MT procedures, or require optimal behaviour for massive MTC, or Critical communications, etc.) or user plane behaviours (e.g. the UE may need a slice supporting header compression)
2. It offers a UE access to resources allocated for a specific Service or Application domain, or a Tenant (e.g. minimum level of guaranteed resources or aggregate # of subscribers allowed to access the service at any point in time)
A Tenant of PLMN resource is a wholesale customer of the PLMN. For instance, we could imagine a tenant as being a big company which requires a PLMN to provide at least access to a predefined set of resources, or some specific policies in handling its slices subscribers at times of congestion. Indeed, the PLMN may apply tenant specific policies at times of overload.  An example of a tenant may be some public safety agency. The tenant may also need application specific requirements. For instance let us consider an enterprise deployment: in the enterprise, we may have a factory floor set of devices and devices that are associated to non factory floor operations. The enterprise may have a policy to allocate at least 60% of resources (whether in the RAN or in the Core) to factory floor operation at times of congestion but not to segregate resources at all times. 

Therefore at least two dimensions can indentify a slice:

· one indentifying a tenant  (which we may call Tenant ID)

· one identifying the network behaviours (which we may call slice type)

Figure 6.1.2.1.1-1 depicts the semantics intended by the MDD with UEs that can access a single tenant slices..
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Figure 6.1.2.1.1-1: Network with n Tenants and m possible Slice Types (with UEs which can only access a single tenant slices)

In Figure 6.1.2.1.1-1, we have a network that is supporting n tenants and up to m network behaviours (slice types) in both the RAN and the core.
Editors's note: Whether and how RAN slicing applies needs to be developed jointly with RAN WGs.
The indication of the MDD in the RRC layer allows the RAN to route the UE signalling to an appropriate common NAS signalling handler suitable for the type of applications/tenant when the UE does not provide a temporary ID suitable for routing. For instance this is the case of a UE which may not have yet attached earlier with the PLMN, or it has one which is not recognized in the PLMN RAN for routing purposes as it was assigned by another PLMN). In addition, the RAN may apply some overload control or other resource isolation policies based on the MDD indicated by the UE. 
In the Core Network, receiving the MDD in NAS signalling (and maybe also in RAN-CN signalling) allows the core to handle incoming NAS signalling in accordance to policies specific to both tenant (from a resource isolation and congestion handling standpoint) and slice type (from a dedicated network behaviour standpoint). It also may allow the core network to understand which (set of) slice(s) a UE may request to be activated at attach time, out of a subscribed set.
In summary, selection criteria should enable selection of right network slice for a certain application/tenant and also the right functional components within the network slice for a certain service requested by the UE at any time as per the pictures above. 
The MDD can be provided by the UE in both the RRC and the NAS signalling layers and is structured to represent at least (for each slice the UE can access):
-
an Tenant ID.

-
Service Descriptor/Slice type (e.g. eMBB service, CriC, mMTC).

So the MDD is a matrix that indicates in each of its rows a slice the UE may request to access or address. If the slice is only one, it is a vector.
For instance, UE1 in Figure 6.1.2.1.1-1 may indicate the following MDD at attach time to request the network to allow it to use slices from the same tenant in parallel.  
	Tenant ID=1
	Service Descriptor/Slice type = 1

	Tenant ID=1
	Service Descriptor/Slice type = m


However, for example and illustrative purposes only, if the UEs just needed to access the first slice of the two in the MDDs above, to e.g. send UL data for that slice, they both may indicate to the network in the RRC signalling needed to establish the RRC connection the following MDD
	Tenant ID=1
	Service Descriptor/Slice type = 1


When a usable Temporary ID is not available to send an incoming Attach Request to a Core network NAS signalling handler, a network may configure the RAN to use the whole MDD or just one part of it to assist the routing (or the network may just apply a load balancing based policy without using the MDD). 
For access control purposes or overload control, the RAN may be configured to act on the whole MDD or just a part of it.
The network can use the multi-dimensional descriptor along with other information (e.g. subscription, UE capabilities) available to the network to choose the appropriate network slice and network functions. This is referred to as the multi-dimensional selection mechanism. 


Editor's note:
How the multi-dimensional descriptor is configured in the UE is FFS. Signalling flows for selection procedure is FFS.





6.1.2.2
Function description

Editor's note:
This clause will contain function descriptions and the interactions among the network functions.
6.1.2.2.1
High level operation description
The association of a UE to a slice involves the core network to "onboard" the UE on the slice when the UE attaches to the network. This process happens when the network receives the Attach request. This is a high level description of the steps that need to be followed:

1) 1.When the network receive the attach request, it checks the UE has valid credentials and validates its IMSI (in the equivalent of an IMSI attach) or it binds the Temporary ID the UE provided to its IMSI (If the attach uses a Temporary ID). In the process, the network gains access to subscription data for the UE and a temporary ID may be assigned by the Common Front-end (i.e. common NG2+NAS Handler) that has received the UE signalling.
2) 2.If the UE provides no MDD (Multi-Dimensional-Descriptor), default policies in the PLMN apply which could be based e.g. on subscription information in the event there were default slices the UE subscribes to) so the UE is assigned to a default slice and the related MDD is passed to the UE in the Attach Accept.

If the UE provides an indication of initially required MDD, then the network checks the UE is allowed to access the related slice(s) and if the check is successful it returns the same MDD values (or if policy has changed for the UE, different values) for subsequent usage. 

The allowed slices for a UE may also depend on the UE capabilities, assuming that the subscriber may use different types of UEs. 

So it is the evaluation of the received combination of IMSI, IMEI-SV, UE capabilities and Subscribed and requested MDD which determines which MDD is returned to the UE in in the attach accept message. 

In this step, the UE may also be allocated to a different Front-End (i.e NG2+NAS Handler) than the one the RAN had selected. In this case, the Temporary ID assigned to the UE is associated to this new Front-end. The temporary is included in the Attach accept message sent to the UE.

3) 3.The MDD is also included in the NG2protocol used to carry the Attach Accept message (and other DL NAS messages) to the UE so that the RAN becomes aware of any RAN slices it needs to handle the UE. 

In general in all the cases the RAN needs slice awareness, the MDD should be included in messages that the AS layer can interpret.
4) 4.The UE, at NAS transactions subsequent to the successful attach, exiting from Idle state, will include the Temporary ID and the MDD in the RRC layer if these eventually result in slice specific resources to be required or other slice specific outcomes. For non slice specific transactions this is not needed and a default RRC handling applies. 
5) 5.The RAN handles RRC messages without a MDD in the RRC connection request using a default behaviour.
6) 6. When Temporary ID is present in RRC message, the Routing to the correct Common front end (i.e. the NG2+NAS Handler for the UE) by the RAN is based on the Temporary ID. If the Temporary ID is not present a default routing is used. This default routing could be assisted (and made more accurate) also by the MDD if the UE includes this in RRC messages.
6.1.2.2.2
Definitions used in the solution
Temporary ID:  Identifier which logically associates the UE to a Common Front end (i.e. NG2+NAS handler) for the UE in a PLMN on a temporary basis. It is composed of a Routing information (necessary for the RAN to route the message carried in the RRC layer to the right contact point for the Common Front end (i.e. NG2+NAS handler) in the core) and a value the NG2+NAS Signaling Handler in the core assigns to identify the UE context it retains. If the temporary Id is not indicated to the RAN, or it is not recognised in the RAN, the RAN applies default routing or behaviour.
Multi-Dimensional-Descriptor (MDD): multi dimensional descriptor of a slice. This is typically composed of a field that identifies Application (e.g. a popular OTT service) or a tenant (e.g. a Certain company that requires certain minimum resources in the network) and then a slice type (which may be standard –e.g. eMBB, mMTC, criC - or operator specific). Both may have default values. The MDD selects slices in the core and in the RAN

6.1.2.2.3
Example procedures

6.1.2.2.3.1
Initial Access
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1. 1.The UE sends and attach Request including the IMSI if a Temporary ID for the UE is not available. If the Temporary ID is available, the UE includes the RRC layer messge at least the Routing field of the Temporary ID, so that the RAN can route the message to a suitable handler in the core.

If the UE request an initial set of slices, it can do so by indicating a Requested MDD. The Requested MDD may also be included in the RRC layer to further enhance the routing of the Attach in the event the Temporary ID was not available to the UE or the Temporary ID was not assigned by the same PLMN the UE is in not belonging to the network. The MDD in the RRC layer may also be included to enable the access to a suitable RAN slice.
2. 2.The RAN forwards the Attach Request to the Core based on the routing criteria outlined in step 1. If the IMSI is present a default handler is selected, Otherwise the Front end (i.e. the per UE common NG2+NAS Signalling Handler )associated to the Temporary ID is used if available in the Serving PLMN. If not a default front end is used. A UE should, based on configuration, not attach with a Temporary ID that does not belong to the current PLMN,.
3. 3.The NAS Handler may execute security procedures.
4. 4.If the UE is successfully validated, its subscription data is checked and the Handler decides the initial set of slices the UE can use based on an evaluation of the Requested MDD, subscribed MDD and UE capabilities. The following applies:

- if the UE did not provide the Requested MDD, the network assigns the UE to the default slice(s)
- if the UE did provide the Requested MDD, the network assigns the UE to the slices the UE is authorized to use among the requested slices
- If some Default Slice was missing from the requested MDD, the UE is also assigned to these slices.
5. 5.If the UE is not suitably handled by the (Default) Front-end where the Attach Request was routed to, this front end requests to assign the UE to a new front end that is more optimal (or less loaded) for the selected slices. Then, it forwards the attach request to it with an indication it is a forwarded attach and the IMSI and MDD indicated are respectively validated and already reflecting the Slice Assignment at step 4. If not this step is skipped and the procedure continues from step 7.
6. 6.The Selected front end binds itself to the selected slices for the UE and then sends back the Forwarded Attach Accept message with Temporary ID and the accepted MDD for subsequent Usage by the UE.
7. 7.If the steps 5 and 6 were executed, the (Default) Handler sends to the RAN the Attach Accept in a NAS message with the content copied from the message in step 6. Otherwise the (Default) Handler binds itself to the selected slices for the UE and then sends Attach Accept message with Temporary ID, the accepted MDD for subsequent Usage by the UE. The (Default)Handler includes the MDD in the NG2transport.
8. 8.The RAN forwards the Attach Accept received in step 7 to the UE
6.1.2.2.3.2 Subsequent NAS signaling (generic)
Other parameters in the NAS message beyond MDD and the Temporary ID related ones are not discussed here as this is describing a generic procedure behaviour.
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1. 1.The UE needs to execute a NAS procedure after it is attached to the system, so it sends a NAS message including its Temporary ID, the MDD and related signature for the network to validate the UE and MDD. The MDD is included if a specific slice or slices need to be addressed by the NAS procedure. If the procedure is not slice-specific, the MDD may not be included. The UE includes at least the routing field of the Temporary ID in the RRC layer message for the RAN to route the NAS Message to the appropriate Front-end. If the message is sent with the UE existing from Idle mode, the MDD is also included in the RRC layer for any Slice specific actions the RAN may take. 
2. 2.The RAN routes and forwards the NAS message to the right Front-end based on the information in step 1.
3. 3. The Front-end  processes the message involving the slices indicated in the MDD (if present)
4. 4. The Front-end respond to the UE by sending to the RAN a suitable NAS message with required parameters. It may also include the MDD in the transport protocol,over NG2 if a slice specific behaviour is needed in the RAN.
5. 5.The RAN forwards the NAS message it has received in step 4 to the UE.
6.1.2.3
Solution evaluation

Editor's note:
This clause will contain evaluation on the system impacts, e.g. UE, access network and non-access network.

* * * End of Changes * * * 
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