SA WG2 Temporary Document

Page 3

SA WG2 Meeting #115
S2-162863
23 - 27 May 2016, Nanjing, P.R. China
(revision of S2-1623386)
Source:
Ericsson
Title:
V2X application server discovery for MBMS & in general
Document for:
Approval
Agenda Item:
6.13
Work Item / Release:
V2X_LTE_Arch/Rel-14
Abstract of the contribution: This proposal described one possible solution to local V2X server addressing.
Discussion
In TR 23.785, Key Issue#6c, the following issue is identified for some solution/resolution:
“The important issue which should be studied is how UE is able to discover the local V2X server for V2X service. UE could belong to different PLMNs.

This KI is also related to the following aspect of KI#2 and KI#5:

-
when a UE is non-roaming and when a UE is roaming”
From this key issue, it is understood that not only in case of MBMS is this relevant, but in general for any uplink traffic from the UE to any V2X Server, local to the environment, needs to be “discovered” for the UE.
One of the well-known and well-established mechanism that can be considered for this is known as “Anycast” method.
Anycast routing is commonly used by many Content Delivery Networks (CDN) providers to route the requests to closest request router.
RFC 4786 (Operation of Anycast Services), BCP 126 describes how Anycast works for a local service/server routing in the Internet/Industry, including for IPv6. It also clarifies the well-known concerns on “Anycast” use for IPv6 and that “prohibitions of anycast distribution of services over IPv6 have been removed from the IPv6 addressing specification in [RFC4291]”.
The 3 main terminology important for this purpose from RFC 4786 are as follows:

 Service Address:  an IP address associated with a particular service (e.g., the destination address used by DNS resolvers to reach a particular authority server).

Anycast:  the practice of making a particular Service Address available in multiple, discrete, autonomous locations, such that datagrams sent are routed to one of several available locations.

Anycast Node:  an internally-connected collection of hosts and routers that together provide service for an anycast Service Address.  An Anycast Node might be as simple as a single host participating in a routing system with adjacent routers, or it might include a number of hosts connected in some more elaborate fashion; in either case, to the routing system across which the service is being anycast, each Anycast Node presents a unique path to the Service Address.  The entire anycast system for the service consists of two or more separate Anycast Nodes.
From RFC 4291:

Anycast (IPv6): An identifier for a set of interfaces (typically belonging to different nodes). A packet sent to an anycast address is delivered to one of the interfaces identified by that address (the "nearest" one, according to the routing protocols’ measure of distance).
From V2X server discovery perspective, UEs configured to use well-known Anycast address uses them to send uplink V2X messages.  The PDN GW (in this cotext, the local GW and assumed to be part of the local network, e.g. either an LGW or a PGW of SIPTO@macro) and routes the message to the appropriate anycast node for that anycast address.

The implementation for Anycast will follow the RFCs for IPv6 and the BCP 126.  Organisations like GSMA can take responsibility for any common 3GPP Anycast Service definitions.

Following proposal is made as an solution alternative for local server discovery/communication.
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6.x
Solution #mn: Local V2X server discovery using Anycast
6.8.1
Functional Description
6.8.1.1
General
This solution addresses key Issue#6c regarding local V2X server discovery.

The solution is based on the RFC 4786/BCP 126 [xx], “Operation of Anycast Services”, using Anycast addresses by routing the messages to the local V2X server(s) identified by this IP address. 
As Anycast is a well-known addressing mechanism already supported by IETF protocols such as IGP, BGP etc.  Routing and addressing of Anycast for IPv6 is defined in RFC 4291 [xy].
The solution uses the following concepts as defined by [xx] and for [xy]:
Service Address:  an IP address associated with a particular service (e.g., the destination address used by DNS resolvers to reach a particular authority server).

Anycast:  the practice of making a particular Service Address available in multiple, discrete, autonomous locations, such that datagrams sent are routed to one of several available locations.

Anycast Node:  an internally-connected collection of hosts and routers that together provide service for an anycast Service Address.  An Anycast Node might be as simple as a single host participating in a routing system with adjacent routers, or it might include a number of hosts connected in some more elaborate fashion; in either case, to the routing system across which the service is being anycast, each Anycast Node presents a unique path to the Service Address.  The entire anycast system for the service consists of two or more separate Anycast Nodes.
IPv6 Anycast address: An identifier for a set of interfaces (typically belonging to different nodes). A packet sent to an anycast address is delivered to one of the interfaces identified by that address (the "nearest" one, according to the routing protocols’ measure of distance).
NOTE: It is expected that if this approach is selected, then it is up to GSMA to define Service Address(es) for V2X servers.
Example architecture deployment diagram can be as described in Figure 6.3.1.1-2: Architecture model for localized routing of V2X messages for V2V/P Services via LTE-Uu. Use of Anycast is one possible approach to allow the UE to access different local V2X Servers using a consistent addressing configuration. 
Other mechanisms may also exist.
6.8.2
Procedures

Editor's Note: Describes the high-level operation, procedures and information flows for the solution.
6.8.3
Impact on existing entities and interfaces

UE: Configured with Server information (e.g. FQDN) which then is resolved to Anycast address.
PDN GW/LGW : Route Anycast address(es) as configured. Support BCP 126 [xx], in addition to IPv6 RFC 4291 [xy] defining Anycast handling.
6.8.4
Topics for further study


· The routing to the closest server is based upon the location of the GW and not based upon the UE’s location. Whether enhancement in the DNS to take into account of UE’s actual location is feasible or is it sufficient that the GW selection of local server based on its own location is sufficient is FFS.
· If the V2X application server requires connection oriented service then how/if it can be guaranteed that the messages gets delivered to the same server when Anycast is used is FFS. In addition, in this context, if there is a change of the V2X Server, how the UE is informed to re-establish connection/context with the new server is FFS. 
6.8.5
Conclusions

Editor's note: Conclusions will be collected for this particular functionality.
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