SA WG2 Meeting #115
S2-162664
23 - 27 May 2016, Nanjing, P.R. China
(revision of S2-16xxxx)
Source:
Huawei, HiSilicon, China Telecom, China Unicom, ZTE
Title:
Re-visit on MT SMS over SGs in eDRX
Document for:
Discussion and Decision
Agenda item:
5.1
Work Item / Release:
eDRX/Rel-13
Abstract of the contribution: This discussion paper attempts to provide detailed technical analysis on the questions commented on the solution proposed in the discussion paper S2-161720 tabled in the last SA2#114 meeting and then reconfirm the proposed solution is a workable and simpler/cheaper way for MT SMS over SGs in eDRX.
1. Introduction
About MT SMS over SGs in eDRX, there are two discussion papers (S2-161649 and S2-161720) tabled in the last SA2#114 meeting to propose two competing solutions. S2-161649 proposed three set of solutions requiring to upgrade the legacy CS infrastructure end-to-end, including all CS network nodes (SMS-SC, SMS-GMSC, MSC/VLR and HLR), all CS interfaces (C, D, E and SGs) and MME. S2-161720 proposed a solution by simply buffering the MT SMS at the MME during the eDRX paging cycle without impacting any legacy CS network nodes and interfaces.
During the last SA2#114 meeting, for the solution proposed in S2-161720 (called “our solution” hereafter for simplicity), several questions were commented and its workability was doubted. This discussion paper attempts to provide detailed technical analysis on the questions commented to our solution and then reconfirm it is still a workable and simpler/cheaper way for MT SMS over SGs in eDRX.
2. Problems evaluation
2.1 Question#1: Our solution breaks the SMS service timers and introduces a number of other problems
This is the key problem commented to our solution and it was captured in the Chairman note, e.g., as below:

“Nokia commented that this will break the SMS service timers and introduces a number of other problems and is not considered a valid solution. Qualcomm agreed with Nokia that the timers for SMS would be a problem.”

When seeing the end-to-end MT SMS delivery procedure through the legacy CS domain (see TS 23.040, TS 24.011 and TS 29.002), typically, there are two type of SMS service timers involved here: (1) The MT SM delivery timer running at the SMS-GMSC; and (2) The SM-PR/CP supervision timers running at the MSC/VLR.
2.1.1 The MT SM delivery timer running at the SMS-GMSC

The MT SM delivery timer running at the SMS-GMSC is to supervise the MT SM delivery until which the GSMC may report failure to the SC. Currently, about its time value, there is no 3GPP standardized value for delivery via MSC/VLR. Several years ago triggered by an operator, 3GPP CT4 has discussed the timeout problem for MT SM delivery via IP-SM-GW in [1] and agreed to provide a standardized time value for this delivery timer (i.e. between 30 and 600s). However, so far, 3GPP did not force the GMSC to apply this standardized value when delivering the MT SM via MSC/VLR.

Also in [1], the operator clarified why there is no standardized value for this delivery timer (coped as below):
“2.1
Why don't operators just all agree on the delivery timer value for the ForwardSM?

This has been discussed before in GSMA a while ago now, but without conclusion. The main reasons being that what works for one operator does not work for another. In particular, operators expressed the need for flexibility to alter the value at different dates/times as they see fit e.g. during times of congestion, during times of low traffic, etc, or else, allow the value to dynamically change dependent on such things as e.g. geographic distance, current load etc. Today's flexibility in timer value setting allows SMS-GMSCs to work most efficiently and ensure Short Messages are being delivered in the timeliest manner possible. Any agreed, set value would prevent such flexibility and in turn, hamper efficiency of Short Message deliver. Thus, such a standardised, single value is not agreeable.”
The above text was claimed from a big operator and captured the conclusion achieved in GSMA. Hence it does reflect an important fact in the field that the time value of this delivery timer at the GMSC is fully controlled and configured by the operator per case by case.
Observation #1: There is no standardized value for the MT SM delivery timer at the GMSC and its value is fully controlled and configured by the operator.
Following Observation #1, if an operator interested to deploy the eDRX for UE power saving, it should be aware that the eDRX will delay the MT SM delivery to the UE and hence it can configure a longer delivery timer at the GMSC based on the longest eDRX cycle value it used, e.g. 45m or 1h. (Note that currently the maximum eDRX cycle is 2621.44s ≈43.69m, see Extended DRX parameters IE definition given in stage 3 CT1 TS 24.008). This is actually the same as “allow the value to dynamically change dependent on such things as e.g. geographic distance, current load etc”, i.e. the operator just needs to do the same as the legacy in the field.
Proposal #1: An operator who interests to deploy eDRX, it can configure the MT SM delivery timer at the GMSC to a longer time value, e.g. 45m or 1h.
2.1.2 The SM-RP/CP supervision timers running at the MSC/VLR.

The SM-RP/CP supervision timers running at the MSC/VLR are to supervise the MT SM delivery until which the MSC/VLR may trigger SM retransmission or failure report. 
For SM-RP supervision timer, the related standard description are given in TS 24.011 and part of them copied as below (from subclause 6.3.1):

“When the SMR entity is in the Idle state and receives a request from SM‑TL to relay a TPDU, it forms and transfers the RP‑DATA message (containing the TPDU), sets the timer TR1* and enters the state Wait for RP‑ACK.

Retransmission of RP data units by the CM‑sublayer is described in clause 5.

When the SMR entity is in the "Wait for RP‑ACK" state, the following situations may occur:

a)
reception of an RP‑ACK or RP‑ERROR message (containing the same reference number as the transmitted RP‑DATA message);

b)
reception of an error indication from the CM‑sublayer;

c)
the timer TR1* expires.

…

In case c), a request to abort the CM‑connection is passed to the CM‑sublayer, a report indication is passed to SM‑TL, and the SMR entity enters the Idle state.”
One can see there is also no standardized value for the SM-RP supervision timer (i.e. TR1*). Also, SM-RP is the upper layer above SM-CP and used the services provided by the SM-CP (to transfer the RPDU), hence this timer should be longer than the SM-CP supervision timer.

For SM-CP supervision timer in case of MT SMS over SGs, the related standard description are given in TS 24.011 and part of them copied as below (from subclause 5.3.2.2):

“In S1 mode and the circuit-switched service is used, when an SMC-EP entity in the network side is in Idle state and transfer of an RPDU is requested, the SMC-EP entity on the MSC forwards the CP DATA message to the SGs sublayer. This contains the RPDU, and also the SMC-EP entity sets the timer TC1* and enters the Wait for CP ACK state. The SGs layer transfers the CP-DATA message by using the procedures specified in 3GPP 24.301 [10].

…
The value of TC1* may vary with the length of the CP DATA. However, the value of TC1* shall be sufficiently great to allow the lower layers to transmit the CP DATA and CP ACK messages and to allow for some re-transmissions of layer 2 frames.
…
If the timer TC1* expires in the Wait for CP ACK state, the CP DATA message is retransmitted and the state Wait for CP ACK is re entered. The maximum number of CP DATA message re-transmissions is an implementation option but shall be either 1, 2 or 3. If the timer TC1* expires after the maximum number of retransmission attempts, an error indication is passed to SM RL. The Idle state is then entered.”
Again, there is no standardized value for the SM-CP supervision timer (i.e. TC1*). However, the current standard clearly recommend that “the value of TC1* shall be sufficiently great to allow the lower layers to transmit the CP DATA and CP ACK messages and to allow for some re-transmissions of layer 2 frames.”. Hence, it is very reasonable to set a sufficiently great value for TC1* in eDRX as well.
Normally, like the delivery timer at the GSMC, if a timer in 3GPP has no standardized value, the setting of its value is up to the implementation and could be controlled and configured by the operator per case by case. In case of eDRX is used, the delay of transmit the CP DATA and CP ACK messages introduced by eDRX should be taken into account for setting the value of TC1*.
Observation #2: Like the MT SM delivery timer at the GMSC, the value of SM-RP/CP supervision timers at the MSC/VLR can be controlled and configured by the operator.

Due to procedure transaction for MT SM delivery, the MSC/VLR should send the acknowledgement to the GMSC before the expiry of the delivery timer at the GMSC, hence all SM-RP/CP supervision timers at the MSC/VLR should be shorter than the delivery timer at the GMSC. This was captured in TS 23.040 and part of them copied as below (from subclause 8.1.2):

“When there is an ongoing MT-SMS transfer to the MS (see 3GPP TS 24.011 [13]), or other busy condition for MT-SMS, the MSC has the option to store the TPDU in a queue for a short time (which must be shorter than the supervision timer defined in 3GPP TS 29.002 [15]). The maximum time that a message may be queued is related to the permitted delay for the MSC to respond to the SMS-GMSC. When the MS becomes available for MT-SMS transfer, the stored TPDUs are delivered to the MS on a first-in first-out basis. If a message is not successfully transferred to the MS within the permitted time, the MSC returns an appropriate error to the SMS-GMSC.”

Hence, following the same logic of the delivery timer at GMSC, we could have:

Proposal #2: An operator who interests to deploy eDRX, it can configure the SM-RP/CP supervision timers at the MSC/VLR to a longer time value, e.g. 45m or 1h, but shorter than the configured delivery timer value at the GMSC.

Neither Proposal #1 and #2 require any additional standard work nor any upgrade on the legacy CS network nodes and interfaces. In standard, in order to provide a warmer remind to the operators who interest to deploy eDRX, to add a NOTE in 3GPP standard is enough, e.g.

“NOTE: For MT SMS delivery over SGs in eDRX, the supervision timers at SMS-GMSC and MSC/VLR need to be configured a longer timer value (e.g. 45m) by the operators.”

Proposal #3: To add a NOTE in 3GPP standard to remind the operators who interest to deploy eDRX to configure a longer timer value for supervision timers at SMS-GMSC and MSC/VLR.
For the operator who interests to deploy eDRX, also there is no much additional configuration work needs to do due to it has already configured these timers for MT SM delivery at the GMSC and MSC/VLR in the field yet. Furthermore, the operator need not to configure the longer timer for all GMSCs and MSC/VLRs, it can limit to, e.g. in a specific area (LAs or TAs) in which the eDRX is deployed, or in a DECOR (dedicated core network) in which the eDRX is deployed. Also, the GMSC and MSC/VLR normally are located in the backbone of the CS network and the number of them are very limited. All in all, no CAPEX and only very low OPEX is required for the operators to configure the SMS service timers in eDRX.
Now, based on the proposal #1 and #2, the Question#1 can be resolved very well, all related SMS service timers can work well under our solution without introducing any new problems.

Conclusion #1: based on Proposal #1 and #2, our solution can work very well due to Question #1 has gone.

2.2 Question#2: The configured longer SMS service timers are applicable to all UEs which impacts UEs not use the eDRX
One may argue that the longer timer value (e.g.45m or 1h) configured at the GMSC and MSC/VLR is per device level and hence it will be applied to all UEs including the UEs not use the eDRX. It is true but the key point here is: what is the real issue if a longer timer value applied to the UEs not use the eDRX?

It is very important to keep in mind that: to run a longer timer does not means the GMSC or MSC/VLR has to wait for so long time. For the UEs not use eDRX, two cases:

(1) In normal cases, the UE is paged in time:
Due to our solution does only apply to the UEs who use eDRX, hence for a UE that eDRX is not used, the MME will perform the legacy behaviour (i.e. in TS 23.272 subclause 8.2.4) rather than our solution. Upon receipt of the SGs paging from the MSC/VLR, the MME will immediately page the UE and quickly get the response from the UE. Hereafter the UE enters the connected mode and after sending the MT SM CP-DATA to the UE, the MSC/VLR will quickly get the acknowledge CP-ACK from the UE and then stop the running SM-RP/CP timers even its value is set to much longer (e.g.45m or 1h).

Also, the GMSC will quickly get the delivery report from the MSC/VLR and to stop the running delivery timer even its value is set to much longer (e.g.45m or 1h).

Observation #3: In normal cases, the configured longer SMS service timers at the GMSC and MSC/VLR will NOT impact the MT SMS delivery for UEs not use the eDRX.
(2) In abnormal cases, the UE cannot be paged, i.e. the UE is unreachable:
Firstly, bearer in mind that this is a rather rare cases and cannot happen often (e.g. <1%).
Secondly, the MME can re-page the UE several times. Currently the number of re-paging and the intervals between the re-paging is up to the implementation. Hence, the longer SMS service timers at the GSMC and MSC/VLR will enable the MME to have more time to re-page the UE at radio interface.
Only in the worst case, if the UE is still unreachable after several re-paging by the MME, then the drawback of our solution is: prolong the retransmission of MT SMS at the SM-SC, e.g. up to 45m or 1h.
However, when comparing three set of solutions given in S2-161649 who require to upgrade the legacy CS infrastructure end-to-end, including all CS network nodes and all CS interfaces (this does require operators to increase the big CAPEX and OPEX), our solution (just needs very minor configuration work (very low OPEX) on the GSMC and MSC/VLR) can work very well in >99% cases and only has a drawback (prolong the retransmission of MT SMS at the SM-SC) in <1% cases for UEs not use eDRX. Here “very low OPEX” is due to the operators have already configured these SMS service timers in the field and just need to follow the same way to configure a different timer values in eDRX.
Observation #4: Only in a very rare case (<1%), the configured longer SMS service timers at the GMSC and MSC/VLR may prolong the retransmission of MT SMS at the SM-SC. Hence, this drawback is acceptable when taking no CAPEX and very low OPEX required for our solution.
2.3 Question #3: The configured longer SMS service timers may prolong the retransmission of MT SMS at the SM-SC for UEs use the eDRX in unreachable cases.

This question is very same as Question #2 but for the UEs who use the eDRX and it is unreachable. Hence, this is also a very rare case (<1%).
Due to eDRX is used, the MME will perform the behaviour in our solution. Hence the MT SM was already buffered at the MME before paging the UE. Whenever the UE is reachable after several re-paging at the MME, the MME can immediately send the buffered SM to the UE and hereafter everything goes as legacy. Hence the above Observation #4 can be applied to this question as well.
Conclusion #2: based on Observation #3 and #4, our solution can work very well and only an acceptable drawback exists for Question #2 and #3.
2.4 Question #4: Our solution cannot work well in the roaming cases.

There are two typical roaming cases for inter-PLMN MT SM delivery (see TR 23.840):
(1) the originator and recipient are belong to the same HPLMN: in this case,  the SMC-SC, SMS-GMSC, HLR and SMS Router (if deployed) are located in the HPLMN and only the MSC/VLR and MME are located in the VPLMN;
(2) the HPLMN of originator is the same as VPLMN of recipient: in this case, only the HLR and SMS Router (if deployed) are located in the HPLMN, while the SMC-SC, SMS-GMSC, MSC/VLR, and MME are located in the VPLMN.

In each roaming cases, there are three possible scenarios:
a) The HPLMN did not deploy eDRX but VPLMN deployed eDRX;
b) The HPLMN deployed eDRX but VPLMN did not deploy eDRX;

c) Both the HPLMN and VPLMN deployed the eDRX.
Note that the scenario that both the HPLMN and VPLMN did not deploy the eDRX is totally out of the scope of discussion here.
The combination of the roaming cases and possible scenarios can be summarized in below Table #1 (keep in mind here that only covers the MT SM delivery to the UE located in the VPLMN):
Table 1

	Roaming cases
	Scenarios
	Problems (e.g. HSS/HLR signaling load) exist?
	Workability of our solution?

	(1) the originator and recipient are belong to the same HPLMN
	a) The HPLMN did not deploy eDRX but VPLMN deployed eDRX
	Yes. 

The paging is delayed at the VPLMN.
	Cannot work well due to requiring the HPLMN to configure a longer timer at the GMSC but HPLMN did not deploy the eDRX.

	
	b) The HPLMN deployed eDRX but VPLMN did not deploy eDRX
	No.
No paging delay at the VPLMN.
	No issue

	
	c) Both the HPLMN and VPLMN deployed the eDRX
	Yes.
The paging is delayed at the VPLMN.
	Can work well.
For HPLMN, to configure a longer timer at the GMSC for eDRX;

For VPLMN, to apply our solution and configure a longer timer at the MSC/VLR for eDRX.

	(2) the HPLMN of originator is the same as VPLMN of recipient
	a) The HPLMN did not deploy eDRX but VPLMN deployed eDRX
	Yes. 

The paging is delayed at the VPLMN.
	Can work well.
Nothing needs to do in HPLMN;

For VPLMN, to apply our solution and configure a longer timer at the GMSC and MSC/VLR for eDRX.

	
	b) The HPLMN deployed eDRX but VPLMN did not deploy eDRX
	No.

No paging delay at the VPLMN.
	No issue

	
	c) Both the HPLMN and VPLMN deployed the eDRX
	Yes.

The paging is delayed at the VPLMN.
	Can work well.
Nothing needs to do in HPLMN;

For VPLMN, to apply our solution and configure a longer timer at the GMSC and MSC/VLR for eDRX.


From above table, our solution can work very well in all typical scenarios in the roaming cases except (1).a). However, when seeing the table given in the Annex of this paper, one can see that for three set of solutions given in S2-161649, they also CANNOT work well in case (1).a). Hence, this drawback cannot be blamed only for our solution.
Conclusion #3: Our solution can work very well in all typical scenarios in the roaming cases except (1).a). For case (1).a), all tabled solutions cannot work well.
3. Conclusions
Detail technial analysis are given to four questions commented to our solution, based on which, below ovservations are provided:

Observation #1: There is no standardized value for the MT SM delivery timer at the GMSC and its value is fully controlled and configured by the operator.
Observation #2: Like the MT SM delivery timer at the GMSC, the value of SM-RP/CP supervision timers at the MSC/VLR can be controlled and configured by the operator.

Observation #3: In normal cases, the configured longer SMS service timers at the GMSC and MSC/VLR will NOT impact the MT SMS delivery for UEs not use the eDRX.
Observation #4: Only in a very rare case (<1%), the configured longer SMS service timers at the GMSC and MSC/VLR may prolong the retransmission of MT SMS at the SM-SC. Hence, this drawback is acceptable when taking no CAPEX and very low OPEX required for our solution.
Based on above observations, below proposals are proposed to improve our solution:
Proposal #1: An operator who interests to deploy eDRX, it can configure the MT SM delivery timer at the GMSC to a longer time value, e.g. 45m or 1h.

Proposal #2: An operator who interests to deploy eDRX, it can configure the SM-RP/CP supervision timers at the MSC/VLR to a longer time value, e.g. 45m or 1h, but shorter than the configured delivery timer value at the GMSC.

Proposal #3: To add a NOTE in 3GPP standard to remind the operators who interest to deploy eDRX to configure a longer timer value for supervision timers at SMS-GMSC and MSC/VLR.
For Proposal #1 and #2, there is no additional standard work to do, and no CAPEX and only very low OPEX is required for the operators.
Based on above proposals, we could have below conclusions:
Conclusion #1: based on Proposal #1 and #2, our solution can work very well due to Question #1 has gone.

Conclusion #2: based on Observation #3 and #4, our solution can work very well and only an acceptable drawback exists for Question #2 and #3.
Conclusion #3: Our solution can work very well in all typical scenarios in the roaming cases except (1).a). For case (1).a), all tabled solutions cannot work well.
Finally, based on above conclusions, it is confirmed that our solution is a workable and simpler/cheaper way for MT SMS over SGs in eDRX.
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Annex: Comparison of our solution and solutions in S2-161649 in roaming cases
The comparison of our solution and solutions in S2-161649 in roaming cases can be summarized in below Table #2. 
From below table, our soluton has more advanteges than solutions in S2-161649, include:

(1) Our solution can work well in (2).a) but solutions in S2-161649 cannot due to our solution does not impact the HLR in HPLMN;
(2) Our solution does not require the IoT (Interoperability Test) between two operators due to no network nodes and interfaces are impacted by our solution.

Table 2
	Roaming cases
	Scenarios
	Problems (e.g. HSS/HLR signaling load) exist?
	Workability of all set of solutions in S2-161649?
	Workability of our solution?

	(1) the originator and recipient are belong to the same HPLMN
	a) The HPLMN did not deploy eDRX but VPLMN deployed eDRX
	Yes. 

The paging is delayed at the VPLMN.
	Cannot work well due to requiring the HPLMN to upgrade the SMC-SC, SMS-GMSC, HLR and the interfaces between them, and to configure a longer timer at the GMSC, but HPLMN did not deploy the eDRX.
	Cannot work well due to requiring the HPLMN to configure a longer timer at the GMSC but HPLMN did not deploy the eDRX.

	
	b) The HPLMN deployed eDRX but VPLMN did not deploy eDRX
	No.

No paging delay at the VPLMN.
	No issue
	No issue

	
	c) Both the HPLMN and VPLMN deployed the eDRX
	Yes.

The paging is delayed at the VPLMN.
	Can work well but requiring IoT (Interoperability Test) between two operators, i.e. between the MSC/VLR in VPLMN with GMSC and HLR in HPLMN.

For HPLMN, to upgrade the SMC-SC, SMS-GMSC, HLR and the interfaces between them, and to configure a longer timer at the GMSC for eDRX;

For VPLMN, to upgrade the MSC/VLR, MME and the interfaces between them for eDRX.
	Can work well.
For HPLMN, to configure a longer timer at the GMSC for eDRX;

For VPLMN, to apply our solution and configure a longer timer at the MSC/VLR for eDRX.

	(2) the HPLMN of originator is the same as VPLMN of recipient
	a) The HPLMN did not deploy eDRX but VPLMN deployed eDRX
	Yes. 

The paging is delayed at the VPLMN.
	Cannot work well due to requiring the HPLMN to upgrade the HLR and the interfaces between MSC/VLR and GMSC in VPLMN, but HPLMN did not deploy the eDRX. (This is only for Solution 3C))
	Can work well.
Nothing needs to do in HPLMN;

For VPLMN, to apply our solution and configure a longer timer at the GMSC and MSC/VLR for eDRX.

	
	b) The HPLMN deployed eDRX but VPLMN did not deploy eDRX
	No.

No paging delay at the VPLMN.
	No issue
	No issue

	
	c) Both the HPLMN and VPLMN deployed the eDRX
	Yes.

The paging is delayed at the VPLMN.
	Can work well but requiring IoT (Interoperability Test) between two operators, i.e. between the MSC/VLR and GSMC in VPLMN with HLR in HPLMN.

For HPLMN, to upgrade the HLR and the interfaces between MSC/VLR and GMSC in VPLMN for eDRX;

For VPLMN, to upgrade the SMC-SC, SMS-GMSC, MSC/VLR, MME and the interfaces between them, and to configure a longer timer at the GMSC for eDRX.
	Can work well.
Nothing needs to do in HPLMN;

For VPLMN, to apply our solution and configure a longer timer at the GMSC and MSC/VLR for eDRX.
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