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Abstract of the contribution: This contribution discusses and evaluates the proposed solutions of localized eMBMS architecture for V2X.
1.
Introduction
In this contribution, we discuss whether the localized MBMS based Relay solutions can fulfill the SA1 latency requirement. 
2.
Discussion
The solutions in TR23.785 clause 6.3, 6.4 and 6.5 require interaction with a V2X application server, which can be deployed either inside 3GPP network or outside 3GPP network. The interaction is mandatory for each message sent, since the logic in deciding whether the message shall be relayed or not and in which area the message shall be relayed is performed in the V2X application server. Can 3GPP support and guarantee the strict latency requirement in TS22.185 with dependence to external network/server performance?
[R-5.2.1-001] The E-UTRA(N) shall be capable of transferring messages between two UEs supporting V2V/P application, directly or via an RSU, with a maximum latency of 100ms.

From a maintenance and scalability perspective, a cloud based solution of the externally deployed V2X application server is the most natural choice. The first graph in the annex below show the result of a quick search for performance benchmark numbers comparing the most popular cloud service providers (GCS, AWS S3, Azure) for a simple server interaction, requesting a file to be downloaded, where no application logic processing and cloud load balancing solutions are involved. Typical response time to receive the first byte is 10-40ms, but it can be much longer than 100ms. This number corresponds to parts of the RAN2 estimated backhaul latency on 20ms (eNB(SGW/PGW(GCSE AS(BM-SC ) in 36.868 clause 5.2.1.1.3. Theoretically (in best case) the V2X application service can relay V2V/P message within the 100ms, but this is outside 3GPP control. Having this in mind there is a fundamental concern how 100ms latency can be guaranteed without having control of all the steps in the transferring chain. Can 3GPP state that we have a solution that can deliver the Relay functionality according to required specification? 
Observation 1: The proposed solutions for RSU relays in 23.785 all require mandatory interaction with a V2X Application Server that could be deployed outside 3GPP control

Observation 2: From a maintenance and scalability perspective, a Cloud based solution of the V2X application server is the best and natural choice.

Observation 3: The most popular Cloud Server Provider solutions can’t guarantee low enough latency.

Observation 4: There is no clear responsibility for delivering V2V/P time critical message via an eNB type Relay based on externally deployed application server. E.g the application server and external network will have non-deterministic delivery performance; also 3GPP network can suffer from congestion time to time.
Proposal: SA2 should discuss and decide whether to specify a Relay solution that can’t guarantee the strict V2V latency requirement, or respond back to SA1 and RAN that a higher layer solution is not possible without adding implementation/deployment restrictions. 
Annex:

Result from a quick investigation of response time for simple file download from the most popular cloud service providers, Google, Amazon, and Microsoft.
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Figure from: http://blog.zachbjornson.com/2015/12/29/cloud-storage-performance.html
Another performance benchmark  
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Web application average response time for all tested Microsoft Azure and Amazon EC2 plans:
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Figure above: http://www.vpsbenchmarks.com/compare/azure_vs_ec2
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