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Abstract of the contribution: This paper provides comparison and evaluation of Local MBMS solutions.
1. Introduction
There are four alternative solutions for Local MBMS for V2X to be compared and evaluated. 

· Solution#4 – Option 1

6.4.2.1 V2X Server Initiated Procedure (option 1) of TR 23.785 clause 6.4 Solution #4: V2X broadcast with Local MBMS Entity (LME). In this alternative solution, V2X Application Server performs session handling to the LME via MB2 interface (or new interface between V2X AS and LME).
· Solution#4 – Option 2

6.4.2.2 BM-SC Initiated Procedure (option 2) of TR 23.785 clause 6.4 Solution #4: V2X broadcast with Local MBMS Entity (LME). In this alternative solution, BM-SC performs session handling to the LME and new interface (called Mv) between the BM-SC and the LME is required.

· Solution#4 – Option 3

6.4.2.3 BM-SC Initiated Procedure (option 3) of TR 23.785 clause 6.4 Solution #4: V2X broadcast with Local MBMS Entity (LME). In this alternative solution, MBMS-GW performs session handling to the LME and new interface (called Mv) between the MBMS-GW and the LME is required.

· Local MBMS based on implementation

Proposal from S2-161936. Same proposal was capture in clause X.2.3.1 Deployment Options of Localized MBMS based on implementation of R3-160923.
2. Discussion
The following table provides comparison and evaluation of the Local MBMS solutions
Table 1: Comparison and evaluation of Local MBMS solutions
	Evaluation criteria
	Sol#4 - Option 1
	Sol#4 - Option 2
	Sol#4 - Option 3
	Local MBMS based on implementation

	New interface
	LME and V2X Server (both C-plane and U-plane)
	Mv between BM-SC and LME
	Mv between MBMS-GW and LME
	None

	New entity
	LME
	LME
	LME
	None

	Impacts on MB2-C
	Activate MBMS Bearer Request includes the information of LME (IP multicast address)
	Activate MBMS Bearer Request may include an indication of V2X AS preference for local delivery
Activate MBMS Bearer Response message includes the information of LME, e.g. IP address and port
	None 
	None

	Impacts on SGmb
	Session Start Request message includes the information of LME (IP multicast address)
	Session Start Request message includes the information of LME (IP multicast address)
	Session Start Request message includes the information of LME (IP multicast address)
	None

	Impacts on V2X Server
	Preconfigured with LME information

Signaling interaction with LME
	Needs to decide whether to use local delivery
	None
	None

	Impacts on BM-SC
	Via MB2-C: receive the information of LME at Activate MBMS Bearer Request
Via SGmb: send the information of LME at session start
	Via MB2-C: may receive an indication of V2X AS preference for local delivery; Activate MBMS Bearer Response can be sent after completion of Local Distribution Request procedure with the LME
In BM-SC: preconfigured with LME information (e.g. FQDN or IP address for the LME)
Via Mv: Local Distribution Request procedure with the LME
Via SGmb: send the information of LME at session start
	In BM-SC: IP multicast address allocation for local distribution
Via SGmb: send the information of LME at session start
	None

	Impacts on MBMS-GW 
	Via SGmb: receive the information of LME at session start
In MBMS-GW: skip the IP multicast address allocation process
	Via SGmb: receive the information of LME at session start
In MBMS-GW: skip the IP multicast address allocation process
	Via SGmb: receive the information of LME at session start
In MBMS-GW: skip the IP multicast address allocation process
Via Mv: Create Session Request procedure with the LME
	None

	Impacts on MME
	None
	None
	None
	The number of Sm interface multiplies

	BM-SC FQDN resolution
	No issue because of one BM-SC in a PLMN
	No issue because of one BM-SC in a PLMN
	No issue because of one BM-SC in a PLMN
	It is not possible for UE to know both local BM-SC and macro BM-SC via the FQDN because the service announcement FQDN and the BM-SC server FQDN are unique per PLMN ID.

	MBMS user service registration
	No issue because of one BM-SC in a PLMN
	No issue because of one BM-SC in a PLMN
	No issue because of one BM-SC in a PLMN
	MBMS user service registration to both macro BM-SC and local BM-SC is not supported because the UE cannot connect to multiple BM-SC at the same time in a PLMN

	Service announcement by BM-SC
	No issue because of one BM-SC in a PLMN
	No issue because of one BM-SC in a PLMN
	No issue because of one BM-SC in a PLMN
	Service announcement by both macro BM-SC and local BM-SC is not supported because the UE cannot connect to multiple BM-SC at the same time in a PLMN

	TMGI collision between macro MBMS and local MBMS, and between local MBMSs
	No issue because of one BM-SC in a PLMN
	No issue because of one BM-SC in a PLMN
	No issue because of one BM-SC in a PLMN
	TMGI collision occurs unless there is any coordination between all BM-SCs in a PLMN

	BM-SC-C address configuration in V2X Server
	Easy as only one BM-SC-C in each PLMN
	Easy as only one BM-SC-C in each PLMN
	Easy as only one BM-SC-C in each PLMN
	Difficult as each V2X Server needs to configure local BM-SC-C


3. Proposal
We propose to capture the table above in Annex of TR 23.785 for final decision on Local MBMS architecture.
* * * * Start of 1st Change * * * *
Annex X: 
Comparison and evaluation of Local MBMS solutions
The agreed table in Discussion will be captured here!!
* * * * End of Changes * * * *
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