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Abstract of the contribution: Updates to requirements, assumptions and key issues for FS_ NexGen are proposed to support applications hosting within the network.
Introduction

Hosting applications near to the user can significantly decrease the traffic delay and save the bandwidth on backhaul network. There are the following descriptions in subclause 5.1 TR 22.864,
In cooperation with 3rd party service providers, the application server can be deployed in an operator’s network to provide 3rd party services, e.g. UHD video, with critical requirements on bandwidth and delay for the users nearby, and the operator network needs to ensure efficient data path between end-user and server to address the service requirements on bandwidth and delay (cp. [2], clause 5.37). In critical communication scenarios such localized real-time control and industrial automation, an extremely restricted requirement of reliability and latency is expected to guarantee the communication between e.g. a robot and a local robot-control system (cp. [2], clause 5.15), and an efficient data transfer is required even if e.g. the robots move in the smart factory area.
and
Subject to the service agreement between the operator and the service provider, the 3GPP network shall enable hosting of services (including both MNO provided services and 3rd party provided services) closer to the end user to improve user experience and save backhaul resources.

and in subclause 5.4 TR 22.864
The 3GPP system shall enable a flexible deployment of content caching entity located at multiple locations within the network (e.g. at various radio sites and local aggregation points).
Also RAN group approved the following requirement,

The RAN architecture shall allow for deployment flexibility e.g. to host relevant RAN, CN and application functions close together at the edges of the network, when needed, e.g. to enable context aware service delivery, low latency services, etc
When a 3rd party service is hosted within the network, it will impact the existing network architecture, such as traffic routing path, network capability openness mechanism and application mobility. Therefore, this contribution proposes to add a new architectural requirement, a new architectural assumption and update a number of existing key issues on the support of applications hosted within the mobile network.
Mobile Edge Computing (as for example developed by ETSI ISG Mobile Edge Computing in [1] and [2]) describes a number of use cases, derived requirements, and an overlay architecture to support such mechanisms. However, to avoid the degradation of application performance, e.g. during UE mobility within the network, a tighter integration with the underlying 3GPP mobile network is required, which the NextGen network should support.

[1] https://docbox.etsi.org/ISG/MEC/Open/GS_MEC_002v051.pdf
[2] https://docbox.etsi.org/ISG/MEC/Open/GS_MEC_003v000302.pdf
Proposal
It is proposed to add a new architectural requirement and architectural assumption and revise the existing Key Issues to the TR 23.799 “Study on Architecture for Next Generation System” as follows.
* * * Start of change * * * *

4.1
High level Architectural Requirements
Editor's Note: This clause will document high-level architectural requirements that guide the architecture study.
The architecture of the “Next Gen” network shall

1
Support the new RAT(s), the evolved LTE, and non-3GPP access types. GERAN and UTRAN is not supported.

a)
As part of non 3GPP access types, WLAN access and Fixed access shall be supported. Support for satellite access is FFS.
2
Support unified authentication framework for different access systems. 

3
Support multiple simultaneous connections of an UE via multiple access technologies.

4
Allow independent evolutions of core network and RAN, and minimize access dependencies.

5
Support a separation of Control plane and User plane functions.

6
Support transmission of IP packets, non-IP PDUs and Ethernet frames.
NOTE: This requirement assumes a point-to-point link between the UE and the data network.

7
Leverage techniques (e.g. Network Function Virtualization and Software Defined Networking) to reduce total cost of ownership, improve operational efficiency, energy efficiency, and simplicity and flexibility for offering new services.

8
Efficiently support different levels of UE mobility (including stationary UE(s)) / service continuity. 

9
Support different levels of resilience for the services provided by the network. 

10
Support different means for reducing UE power consumption while UE is in periods with data traffic as well as in periods without data traffic.

11
Support services that have different latency requirements between the UE and the PDN.
12
Provide support for running applications, including the 3rd party applications, within the mobile network, including supporting the mobility of these applications to keep fulfilling their latency requirements with respect to the UE.
13
Provide support for the management of the applications that are hosted within the mobile network.

NOTE:
Only high-level architectural aspects of the management are expected to be captured in SA2. Detailed solutions for managing the applications hosted within the mobile network will be developed by SA5.
14
Minimize the signalling (and delay) required to start the traffic exchange between the UE and the PDN, i.e. signalling overhead and latency at transition from a period where UE has no data traffic to a period with data traffic.

15
Support optimized mechanisms to control (includes avoiding) signalling congestion.
16
Efficient network support for a large number of UEs in periods without data traffic.
17
Support network sharing.
18
Support roaming.
a)
As part of roaming, the architecture shall support both routing of user traffic entirely via the VPLMN and routing of the user traffic back to the HPLMN. 

19
Support broadcast services.
20
Support network slicing.
21
Support Architecture enhancements for vertical applications.
22
Support dynamic scale-in /scale-out.
23
Minimize energy consumption in the overall network operation.
NOTE: 
Specific architecture work resulting from the previous requirement may have to be addressed by SA2, SA5 or both.
24
Support critical communications, including mission-critical communications.
* * * Next change * * * *

4.2
Architectural Assumptions
Editor's Note: This clause will document the identified common architecture assumptions during the study. The assumptions refer to items (e.g. architecture shall define RAN – core functional split) that must be fulfilled by the new architecture.

Editor's Note: The terminology in this section is reused from Architecture requirement 1 in Section 4.1. This terminology should be aligned throughout the TR once RAN terminology is defined by e.g. RAN WGs.
1
The functional split between NextGen core and access network shall be defined with support for the new RAT(s), the evolved LTE and non-3GPP access types.
2
A NextGen Core-RAN interface supporting new RAT(s) and the evolved LTE shall be specified.
3
Regardless whether the UE is connected to either or both of the new RAT(s) and the evolved LTE, the number of UE NextGen Core signalling association is not impacted.
Editor’s Note: Whether the number of UE - NextGen Core signalling association is impacted when a UE is connected to multiple network slices (possibly involving multiple RATs), and/or non-3GPP access, is FFS.

4
It shall be possible to verify that the UE is allowed to access a specific network slice.
5
The NextGen network shall allow applications, including the 3rd party applications, to be hosted within the mobile network, and to allow such applications to access network-related information and to process traffic related to UEs under specific latency constraints.
* * * Next change * * * *

5.5
Key issue 5: Enabling (re)selection of efficient user plane paths
5.5.1
Description

TR 22.864 (SMARTER NEO) has several requirements for efficient user plane paths. These requirements apply to communication between UEs attached to the same network, between a UE and a host in the Internet, and between a UE and a service providing entity residing close to the network edge.

This key issue will study solutions for selection of anchor point to achieve efficient user plane path, as well as enablement of reselection of anchor point to achieve efficient user plane path with minimum service interruption. A possible cause for user-plane path reselection can be UE mobility causing the current user plane path to become inefficient.

The criteria for user-plane path efficiency depend on application requirements and operator policies.
Solutions for this key issue will study at least the following items:
-
How to identify traffic for which (re)selection of efficient user plane path is needed.
-
Reselection of user-plane paths between UEs attached to the same network when the previous paths become inefficient.

-
Reselection of user-plane path between a UE attached to the mobile network and communication peers outside of the mobile network (e.g. Internet hosts) when the previous path becomes inefficient.
-
Reselection of user-plane path between a UE and a service hosting entity residing close to the edge (including the radio access network) when the previous path becomes inefficient.
-  Reselection of user-plane path between UE and communication peers when the previous path is not able to meet the latency requirement of the UE’s service.
-
Minimising impact to the user experience (e.g. minimisation of interruption time and loss of packets) when changing the anchoring point for some or all packet data connections of a UE.
-
Interactions with session management, session continuity and/or mobility management framework.
-
Interaction of the session management and/or mobility management framework with the functional entity that manages the location and the potential relocation of an application hosted within the mobile network close to the edge, during the selection and reselection of the user plane path.
* * * Next change * * * *

5.9
Key Issue 9: 3GPP architecture impacts to support network capability exposure
5.9.1
Description
The next generation system is expected to accommodate various services and 3GPP TRs 22.861 [4], 22.862 [5], 22.863 [6] will continue to define requirements for key service categories, i.e. massive IoT, critical communications, and enhanced mobile broadband, respectively. To allow the 3rd party/UE to access information regarding services provided by the network (e.g. connectivity information, QoS, mobility, etc.) and to dynamically customize the network capability for different diverse use cases within the limits set by the operator, the next generation system should provide suitable access/exchange of network/connectivity information (e.g. via APIs) to the 3rd party/UE.

Solutions for this key issue will study the following aspects (non-exhaustive list):

-
Define network capability exposure framework
-
Identify the mechanisms and interfaces to expose network capabilities to the 3rd party and/or UEs-
Identify the network information that can be provided to 3rd party ISPs/ICPs and to the UE to enable more customized and efficient service provision
-
For any identified information, how the operator network to acquire information and to allow the 3rd party and/or UE to access these information
-
How to create the network slice based on the requirement of the 3rd party or customize network function on-demand
Editor's Note: whether the above bullet involves possible work of SA2 is FFS.
-
Support the existing network capability exposure within the next generation system architecture

-
Support APIs for exposure of new network capabilities within the next generation system
-
Support exposure of UE-related information to applications hosted within the mobile network (e.g. for the purpose of locating the UE within the mobile network or interacting with UE traffic) without disclosure of sensitive UE identity information.
NOTE 1:
Exposure of new system capabilities will be studied based on the exposure requirements captured in 3GPP TRs 22.861 [4], 22.862 [5], 22.863 [6], 22.864 [7].
NOTE 2:
APIs are not necessarily in the scope of 3GPP.

Solutions for this key issue will assume that the next generation system should be able to expose network capabilities to the 3rd party applications located within the mobile network or outside the mobile network and to the UE and enable exchange of information in a secured way.
* * * Next change * * * *

5.11
Key issue 11: Charging
5.11.1
Description

Mobile System Architecture cannot be considered complete without having appropriate charging support. While the charging requirements in Next Generation System are expected to be similar in nature to LTE/EPC, depending upon the Next Gen System Architecture how, where and when charging data gets collected and communicated can be different. This key Issue will look into the architectural aspects of collection of charging data. 

The architecture shall support both Online and Offline charging. In addition it shall support various charging models including

-
Application based charging / Group of Applications based charging
-
Volume based charging
-
Time based charging
-
Volume and time based charging
-
Session based charging
-
Event based charging
-
Access specific charging
-
No charging
-
Third party charging (sponsored data)
-
Charging of applications hosted within the mobile network
Only high level architectural aspects of charging are expected to be captured in SA2. Detailed charging architecture and solutions will be developed by SA5.
* * * End of Changes * * * *
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