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Abstract of the contribution: This paper proposes a new architectural principle to define core network procedures generically, such that it can be used between any specific set of network functions in the current or future releases of 3GPP. It also proposes some guidelines to specify the procedure to allow its re-use.
Discussion

In the first part of this paper, we highlight that the EPC procedures are tightly-coupled with the involved network functions resulting in a lack of its future re-usability, which contributes to the overall cost of the core network and the ability to roll-out the new feature quickly. Based on this, for the next generation core network, we propose an architectural principle to define core network procedures generically, such that it can be used between any specific set of network functions in the current or future releases of 3GPP.

In the second part, we elaborate on how to define procedures generically, like a service, and also proposes some guidelines which can be applied while defining the procedures for the Next Generation core network.

1
Architectural principle 

In 3GPP, we have been following a model of studying a use-case or a feature and defining set of procedures to support that feature. In this model, the procedures are defined to support a given feature and hence results in a tight coupling between the procedures and the feature. In the process, it also results in a tight coupling between the procedures and the involved network functions for the given feature. This tight coupling does not allow us to re-use the procedures entirely or partially for a different use-case/feature involving a different subset of network functions. And hence, most of the time we end-up defining similar/same procedures involving different subset of network functions. Below are some of the examples where due to the tight coupling between the procedures and the network functions we have defined same/similar procedures multiple times involving different set of network functions.

Table 1: EPC based examples of multiple definition of same/similar procedure
	Procedure description
	Involved network functions & procedure – 1 
	Involved network functions & procedure – 2

	UE location change reporting with various levels of granularity;

Reporting of NAS/RAN failure cause code
	MME-SGW;

Procedure over GTP based S11 interface
	MME-SCEF;

Procedure over Diameter interface T6a interface using T6a application

	Providing the policy and charging rules for the UE
	PCRF-PGW;
Procedure over Diameter based Gx interface using Gx application
	PCRF-TDF;
Procedure over Diameter based Sd interface using Sd application

	Providing traffic steering rules for the UE
	PCRF-PGW;
Procedure over Diameter based Gx interface using Gx application
	PCRF-TDF/TSSF;
Procedure over Diameter based Sd/St interface using Sd/St application

	Credit control for online charging of the UE
	OCS-PGW;
Procedure over Diameter based Gy interface using Gy application
	OCS-TDF;
Procedure over Diameter based Gyn interface using Gyn application

	Receiving offline charging information for the UE
	OFCS-PGW;
Procedure over Diameter based Gz interface using Gz application
	OFCS-TDF;
Procedure over Diameter based Gzn interface using Gzn application

	Reporting of change of RAT, IP-CAN type
	PCRF-AF;
Procedure over Diameter based Rx interface using Rx application
	PCRF-TDF;
Procedure over Diameter based Sd interface using Sd application

	Reporting congestion level per cell / location
	RCAF-PCRF;

Procedure over Np (on per subscriber basis)
	RCAF-SCEF;

Procedure over Ns (on aggregate basis)


A new set of procedures require more design, development and testing efforts for the network function. Additionally, the maintenance and stabilization efforts also go up. The higher efforts on the vendor side pushes up the cost of the network function as well as it increases the time to deliver the support of the new feature/functionality. Both these factors make the operator network more expensive as well as non-agile for rolling out new features. 
Observation 1: In the current model of supporting a use-case/feature, we end-up defining tight binding between the procedures and the involved network functions. Due to this tight binding, we are not able to re-use those procedures in future and this lack of re-usability of the procedures contributes to the overall cost of the core network and the ability to roll-out new features quickly. 

In some cases, even though the procedure is defined generically, the existing signature (i.e. the set of parameters allowed to exchange as part of the procedure) may not allow its re-use towards a different service-requester network function. In other words, the procedure needs to be extended so that it can be re-used. And extending the procedure results in new impact/requirement towards the service-provider network function. However, extending the procedure, e.g. by adding new set of parameters, still requires overall lower efforts (i.e. in terms of development, testing and stabilization) compared to defining a completely new procedure. 
Observation 2: Even when procedure signature doesn’t allow its re-use as it is, extending the signature and then re-using the procedure would result in faster turn-around time for the feature deployment.
Proposal 1: Based on the above, we are proposing an architectural principle to define the core network procedures generically, such that it can be used between any specific set of network functions in the current or future releases of 3GPP, e.g. like a service provided by a network function towards any other network function in the network. Next generation network built on such principles will result in a network function requiring support for non-overlapping and simpler procedures, thus reducing its complexity and cost, increasing the re-usability factor of its procedures, thus reducing the total turn-around time for a new feature support, and hence making the core network more agile in terms of roll-out of new feature and services.
2
Defining a procedure generically, like a service 
As explained above, in EPC, while defining a procedure we fix the involved network functions and hence the procedure cannot be re-used for a different subset of network functions in the future. In other words, the procedure is defined for a specific purpose only and hence not generically. Now, each procedure involves two types of network functions: service-requester and service-provider, e.g. referring to the table above, for "UE location change reporting" procedure, the service-requester network functions are SGW and SCEF while service-provider network function is MME. However, for a given functionality, e.g. in this case, UE location change reporting, the service-provider network function does not change while the service-requesting network function may change from one use-case/feature to another. 
Hence, if a procedure was defined without fixing service-requester network functions then the procedure could be re-used by any service-requester (while the service-provider remains the same). This can be considered a generic procedure, since it can be re-used by different service-requester while (in most of the cases, when the procedure signature is not required to change) there is no impact to the service-provider. 
Observation 1: If a procedure is defined in terms of a service exposed by a service-provider network function, without fixing the service-requester network function, then it is possible for a different service-requester network function to re-use that procedure.

While defining a set of procedures for a network function, the overall functionality of the network function could be first broken down into multiple smaller functionality which may be requested independently. Then for each of the smaller functionality independent procedure, such that it does not overlap (in terms of the functionality provided) with other procedure of the network function, could be specified. This will result in definition of atomic procedures (and which are also relatively simpler) and higher re-use of each procedure.
Observation 2: If the procedures of a network function are defined such that they are independent of each other and non-overlapping (in terms of functionality provided), then the end-result would be relatively simpler procedures which can be re-used easily. 

While defining a system level procedure (e.g. Attach), the procedure could be first broken down into multiple network function level procedures and then those procedures could be first defined independently and generically. Then the system level procedure can be specified by stitching those network function level procedures together i.e. by defining the sequence in which network function level procedures are invoked. Eventually, this will allow re-use of those network function level procedures while defining another system level procedure and hence faster roll-out of new system level feature.

Observation 3: A system level procedure could be broken down into smaller network function level procedures, first, and then those could be defined generically. Then the system level procedure can be specified in terms of call flow defining the sequence in which those network function level procedures are invoked. This will allow the network function level procedures to be re-used for a different system level procedure in future.
Proposal 2: Based on the above observations, we are proposing to adopt a set of guidelines for specifying core network procedures to allow its re-use, and to document those as an Annex to TR 23.799. Those principles can be applied on a case-by-case basis while specifying the Next Generation core network procedures.
3
When to use the newly proposed architectural principle 

Based on the scope of the each agreed key issue, each key issue solution is expected to target only specific aspect of the core network, i.e. mobility mgmt., session mgmt., QoS, policy, authentication etc. And hence, in turn, define the high-level principles corresponding to the key issue. Finally, taking all these agreed principles into account, we have to define the core network procedures, such as attach, handover, QoS/policy change etc., which involve multiple core network aspects at the same time, e.g. attach would involve network slicing, mobility mgmt., authentication etc.; QoS/policy change would involve session mgmt., policy etc. While doing that, (i.e. as an additional step mostly after the solution to the key issues are agreed), it is expected to use the architectural principle proposed in clause 1.
Proposal

It is proposed to agree to the following changes to TR 23.799.

* * * 1st Change * * * *

4.3
Architectural Principles
Editor's Note: This clause will document the identified architecture principles during the study. This section provides the guiding principles (e.g. establishing a session on demand for IoT devices, support for non-IP connectivity), key drivers for the architecture.
-
The UE may be attached to the network without having an established session for data transmission.
-
The number of reference points between the UE and the NextGen Core Network for the control plane over a single RAN should be minimized, independently of the functional composition of the control plane CN functionality.
- 
Wherever applicable and based on case-by-case analysis, the functionality supported by a core network function should be defined in terms of generic procedures, so that the procedures (and hence the corresponding functionality) can be re-used (without or with minimal extensions) between any specific set of network functions in the current or future releases of 3GPP, e.g. the functionality supported by the network function is exposed like a service towards any other network function in the core network.
NOTE 1:
Refer Annex X for the guidelines on how to specify procedures such that it can be re-used. 
NOTE 2:
It is expected to apply the above architectural principle while defining the core network (overall) procedures and its details for, e.g. attach procedure and the messages and the attributes exchanged between various network functions.
* * * 2nd Change * * * *

Annex X: Guidelines for specifying procedures, to allow its re-use
This Annex provides guidelines on specifying the core network procedures such that the procedures (and hence the corresponding functionality) can be re-used between any specific set of network functions in the current or future releases of 3GPP. The principles mentioned here can be analysed on a case-by-case basis and whenever found useful, applied while specifying the support of functionality within the Next Generation core network.

X.1
Specifying a procedure
X.1.1
As a service
Any functionality or service involves two types of network functions: service-requester and service-provider If a functionality or service is defined without fixing the service-requester then it could be re-used by any service-requester within the network. And when, corresponding to this functionality, a procedure (which includes set of messages and the parameters exchanged in those messages) is specified while ensuring this principle, the procedure becomes generic. This procedure then can be re-used by a different service-requester while there is no or minimal impact to the service-provider.
Thus, instead of defining a procedure between a set of network functions, a procedure is defined in terms of service exposed by a service-provider network function, without fixing the service-requester network function. As part of the procedure only the service-provider network function and a set of parameters exchanged in the involved messages (e.g. servicer-request and service-response messages) are specified. 

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	

	
	
	

	

	
	
	

	
	
	
	


X.1.2
Authorization
Even though a procedure is defined generically, in some cases, the operator may want to restrict the set of service-requester network functions, or in other cases, the procedure itself may restrict the set of network functions which can act as a service-requester. To support both of these cases, the network needs to support the ability to authorize (i.e. allow or deny) the service-requester network function for the requested procedure.

X.2
Procedure of a network function: independent, non-overlapping of each other
If a functionality of a network function can be requested independently and also as part of another procedure then it is better to define two independent and non-overlapping procedures. 
Thus, the overall functionality of a network function is first broken down into multiple smaller functionality which may be requested independently. Then for each of the smaller functionality independent procedure, such that it does not overlap (in terms of the functionality provided) with other procedures of the network function, is specified. This will result in definition of atomic procedures (and which are also relatively simpler) and higher re-use of each of the procedure.

X.3
Procedure of the system: As a sequence of network function level procedures
A system level procedure, e.g. Attach, may require support from multiple network functions. In this case, instead of specifying the system level procedure directly, multiple independent procedures at each involved network function level can be specified first. Then the system level procedure is specified in terms of call flow defining the sequence in which those independent network function level procedures are invoked. 

* * * End of changes * * * *
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