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Abstract of the contribution: This contribution proposes solutions for session continuity when efficient user plane path (re)selection needs to be supported.
Introduction
Key issue #5 Session and Service continuity states the following requirements:
“In order to address the specific needs of different applications and services, the next generation system architecture for mobile networks should support different levels of data session continuity or service continuity based on the Mobility on demand concept of the Mobility framework defined in Key Issue 3. For example, the next generation system may do one of the following on per session basis for the same UE:
Editor's Note: The first sentence in the paragraph above may need to be further refined due to the simultaneous change made by the pCRs in S2-161278 and S2-161297.
-	support session continuity.
-	not support session continuity.
-	support service continuity when session continuity is not provided.”
The definitions for session, session continuity states the following:
“PDU Session: Association between the UE and a data network.
PDU Session of IP Type: Association between the UE and an IP data network.
Editor’s Note: PDU session is comparable to a single-stack PDN connection in EPS. A dual-stack PDN connection in EPS corresponds to two PDU sessions. This is a working definition and FFS.
Session Continuity: The continuity of a PDU session. For PDU session of IP type “session continuity” implies that the IP address is preserved for the lifetime of the PDU session.”
Enabling (re)selection of efficient user plane paths, especially the following issues:
-	Reselection of user-plane path between a UE attached to the mobile network and communication peers outside of the mobile network (e.g. Internet hosts) when the previous path becomes inefficient.
-	Minimising impact to the user experience (e.g. minimisation of interruption time and loss of packets) when changing the anchoring point for some or all packet data connections of a UE.
In order to specify the solution for session continuity and efficient user plane path (re)selection, it is first essential to understand the scenarios for which session continuity should be supported. So, in this paper, we have identified some possible scenarios (in other words, network topology based on services offered) that should be considered and propose solutions for scenarios for which session continuity should be supported. 
Analysis
NextGen UE can be expected to support and receive diverse services - both services offered centrally and services offered distributed. In some cases, the same UE may receive diverse services simultaneously. This plays a role in determining the need to specify a solution for session continuity. Based on the services supported at a given time, we have identified the following scenarios that should be considered in the context of session continuity:
Scenario 1
Description:
· UE is accessing centralized services (e.g. internet browsing or access to an application server in a central location). It supports a local mobility anchor and centralized IP anchor. In case of services provided centrally (e.g. internet services), the central IP anchor need not be relocated.  Thus, support for session continuity (i.e. IP address preservation) when the UE moves from one IP anchor to another IP anchor is not seen necessary for such a scenario. Session continuity should be supported when the UE moves from one mobility anchor to another mobility anchor (i.e. similar to S-GW relocation in LTE network). 
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Figure 1: Scenario 1 - UE accessing centralized services
Scenario 2
Description:
· UE has access to two services – centralized services (access to internet) via IP anchor, distributed services (e.g. cached content of a CDN, content distribution network) via UPGW with the local mobility anchor. The IP anchor is assumed to be located in a centralized location. Note, that in this scenario only one host IP address that is centrally anchored has been assigned to the UE. The IP address is allocated and advertised to outside world by the central IP anchor. So, the UPGW at the Mobility Anchor 1 examines the IP packets (i.e. destination IP address) sent by the UE and decides whether to encapsulate the IP packet within a tunnel and transmitted towards the central IP anchor or it should be transmitted (e.g. within a tunnel) towards the local application server (e.g. CDN). 
· The IP anchor is assumed to be located in a centralized location thus support for session continuity (i.e. IP address preservation) when the UE moves from one IP anchor to another IP anchor is not seen necessary for such a scenario. Session continuity should be supported when the UE moves from one mobility anchor to another mobility anchor (i.e. similar to S-GW relocation in LTE network). 
· Network decides how the traffic is routed, whether it is routed towards the Application Server (AS) in the local network or towards the IP anchor targeting Data Network. Thus, the UE is unaware of the traffic redirection in this scenario.
· Charging, LI enforcement for traffic directed towards AS in the local network should happen in the user plane processing function collocated with the mobility anchor.
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Figure 2: Scenario 2 - UE accessing both local and centralized services
Scenario 3
Description:
· UE has access to a locally distributed service via local mobility anchor and local IP anchor. It is assumed that the application server is running in an edge cloud (e.g. V2X services that requires lowest possible latency). So, when the UE moves, mobility anchor, IP anchor and application server instance are all relocated (i.e. application instance moves along with the UE). 
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Figure 3: Scenario 3 - UE accessing local services
Note 1: In case, the UE supports IPv6 multi-homing, the UE could receive 2 IPv6 prefixes - one from a local IP anchor and another from a centralized IP anchor (IETF RFC 4177). Thus combination of scenarios 1 and 3 can be envisioned for the same PDU session. The main difference between scenario and multi-homing scenario for a single PDU session is that the UE decides when the traffic is intended for central IP anchor or local IP anchor (e.g. by choosing the appropriate source IP address). 
Note 2: the figures 1, 2 and 3 show only the initial (before HO) and final states (after HO). Intermediate states (User plane path during the HO) are not shown here. 
Based on this analysis, we believe that session continuity solutions should be specified for scenario 2, scenario 3 and potential variants.
Proposal
It is proposed to add the following solution to the TR 23.799 “Study on Architecture for Next Generation System” V0.3.0.
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The Solution applies to Key issue 5: Enabling (re)selection of efficient user plane paths, especially the following issues:
-	Reselection of user-plane path between a UE attached to the mobile network and communication peers outside of the mobile network (e.g. Internet hosts) when the previous path becomes inefficient.
-	Minimising impact to the user experience (e.g. minimisation of interruption time and loss of packets) when changing the anchoring point for some or all packet data connections of a UE.
The Solution applies to Key issue 6: Support for session and service continuity
-	The types of sessions to be considered in the context of session continuity;
-	The level of session continuity to be supported depending on e.g., the type of service such as broadband, group communications, mission critical communications, etc.;
Editor’s note: This solution assumes support for IP services. Extending this for supporting non-IP (e.g. Ethernet) services is FFS.
6.x.y.1	Architecture description 
This solution assumes the following user plane architecture:
-    UPGW @ Mobility anchor function: It acts as a mobility anchor for inter-5GNB handover. It also supports charging, lawful interception. It supports packet routing and packet forwarding functionality. In addition, it has the ability to examine the destination IP address of IP packets sent by the UE and determine how the packet should be routed. For traffic that is offloaded directly to services domain from this function, it also supports maximum bit rate enforcement (e.g. APN-AMBR type) functionality for the PDU session.
-	UPGW @ IP anchor function: It acts as an IP anchor by advertising IP address to outside world. It supports charging, lawful interception. The traffic from/to the external world pass through the User Plane Processing function wherever the UE located. It also supports maximum bit rate enforcement (e.g. APN-AMBR type) functionality for the PDU session.
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Figure 6.x.y.1-1 User plane Architecture for the solution
This solution proposes session continuity for the following scenarios:        
6.x.y.2	Function description
This section provides functional description for the solution to support session/service continuity for both scenarios:
-	Multi- edge scenario with ‘break-out’ to local service edge, while IP anchor stays central
-	IP anchor in the local service edge
6.x.y.2.1	Multi- edge scenario with ‘break-out’ to local service edge, while IP anchor stays central
In this scenario, UE has access to two services – centralized services (access to internet) via IP anchor, distributed services (e.g. cached content of a CDN, content distribution network) via UPGW with the local mobility anchor. The IP anchor is assumed to be located in a centralized location. Note, that in this scenario only one host IP address that is centrally anchored has been assigned to the UE. The IP address is allocated and advertised to outside world by the central IP anchor. So, the UPGW @ the Mobility Anchor 1 examines the IP packets (i.e. destination IP address) sent by the UE and decides whether to encapsulate the IP packet within a tunnel to the central IP anchor or it should be transmitted to the local application server (e.g. CDN) (e.g. within a tunnel). It is also assumed that AS does not receive packets from the external world destined for the UE unless the source address is NATted by AS (packets destined for AS can be received). If UPGW @ mobility anchor and the AS are in the same subnet, it may be sufficient to support L2 switching at the UPP function in the mobility anchor for packet forwarding. 
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[bookmark: _Ref443918808]Figure 6.x.y.2-1: Multi- edge scenario with ‘break-out’ to local service edge, while IP anchor stays central.
Network decides how the traffic is routed i.e. whether it is routed towards the Application Server (AS) in the local network or towards the IP anchor targeting Data Network. Thus, the UE is not aware of the traffic redirection in this scenario. 
When the UE moves from UPGW @ Mobility anchor 1 to UPGW @ Mobility anchor 2 function, it is assumed the existing session continues to be supported by the old AS1 until termination. 
Note: During this relocation, if the existing session moves from AS1 to AS2, then application context information will be transferred from AS1 to AS2 in such a way that there is no interruption for the application running in the UE. If this is not possible for a certain application session, then the existing session continues to be supported by the old AS1 until termination. Application session relocation is out of scope for 3GPP.
Charging, LI for traffic directed towards AS in the local network should happen in the user plane processing function collocated with the mobility anchor. 
The IP anchor is assumed to be located in a centralized location thus support for session continuity (i.e. IP address preservation) when the UE moves from one IP anchor to another IP anchor is not seen necessary for such a scenario. Session continuity should be supported when the UE moves from one mobility anchor to another mobility anchor (i.e. similar to S-GW relocation in LTE network). 
Note: Another variant of this scenario - In case, the UE supports IPv6 multi-homing, the UE could receive 2 IPv6 prefixes - one from a local IP anchor and another from a centralized IP anchor (IETF RFC 4177). The main difference between the scenario described above and multi-homing scenario for a single PDU session is that in case of multi-homing, the UE decides when the traffic is intended for central IP anchor or local IP anchor (e.g. by choosing the appropriate source IP address). RFC 6724 specifies basic algorithms how IPv6 host should select IP addresses and RFC 5014 is an example of the IPv6 socket API for source address selection. 
6.x.y.2.2	IP anchor in the local service edge
UE has access to a locally distributed service via UPGW @ local mobility anchor and local IP anchor. It is assumed that the application server is running in an edge cloud (e.g. V2X services that requires lowest possible latency). When the UE moves, existing session (depicted as session 1 in the figure below) is anchored to the old UPGW @ IP anchor1 and AS1. However, new sessions (depicted as session 2 in the figure below) established for the UE are anchored to the new UPGW @ IP anchor2 and AS2. When network detects inactivity, network can use (IETF RFC 2461) Neighbour Discovery (ND)/Router Advertisement message to deprecate the previous default router by setting the lifetime of the router/prefix to zero. This should help ensure that the old IP address is not used by the UE anymore. 
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Figure 6.x.y.2.2-2: IP anchor in the local service edge.
[bookmark: _Toc445372763][bookmark: _Toc445384232]6.5.x.3	Solution evaluation
Editor's Note: This clause will contain evaluation on the system impacts, e.g., UE, access network and non-access network.





3GPP
SA WG2 TD

image3.png
User plane path UPGW @
after HO for pew Mobility dnchor2 +
session 2 IP anchor2

User plane path m

after HO for old
session 1

H AN1
User plane pdth

before HO fof
old session 1:

UPIV @
Mobility anchor1 +
IP anchor1





image4.png
User plane path

IP anchor

PP PR




image1.png
User plane path
after HO

AS/DN





image2.png
AS-1

FLLLLLEL) :
| T m— :

e

after HO for pld

session1 ncasal

| penn lm m

: oo 0 L ______FH

User plane patl h“ e H

before HO fdrghd==========ssderfrermurmmmmmrmrnnnnninnnana?
session 1





